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Abstract  

In this paper, we propose a revision to the Phillips curve that reflects the supply side 

of inflation using oil price as a proxy. We adopt the approach of Lewellen (2004) and 

Narayan and Gupta (2014) both of which account for persistence and endogeneity 

effects in the predictive regression model. In addition, we extend this framework to a 

two-predictor model in order to augment the Phillips curve with oil price. Using the 

OECD countries, we demonstrate that regardless of the version of Phillips curve 

considered, including oil price changes in the model will enhance its inflation 

forecast performance. Contrary to the prominent findings in the literature, the 

augmented Phillips curve model which allows for both endogeneity and persistence 

effects outperforms the traditional Phillips curve, the combined forecasts as well as 

the autoregressive model. Our results are robust across different measures of 

inflation rate, countries and variants of the Phillips curve-based inflation.  
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Revisiting the forecasting accuracy of Phillips curve: 

the role of oil price  

1.0 Introduction  

Over the last two decades, more economies have adopted inflation targeting as 

their monetary policy framework. The success of this regime depends on, among 

other things, the independence and credibility of central banks and their ability 

to accurately predict future inflation. The latter is particularl y important 

because of policy lags. Monetary policies typically have long and variable lags 

and without accurate inflation forecasts their implementation may be ill -timed 

resulting in counter -productive effects. Unfortunately, accurate inflation 

forecasts have become increasingly hard to get by central bankers and other 

professionals (Stock and Watson, 2008). This accounts for the recurring attention 

paid to the subject of inflation forecasting.   

 
The Phillips curve is the primary framework for modelling inflation dynamics and 

forecasting. It is also widely acknowledged as the theoretical motivation for counter-

cyclical monetary policy, especially inflation targeting. The underlying idea is that 

when unemployment rate falls below (or rise above) the non-accelerating inflation 

rates of unemployment (NAIRU), inflation rates tend to increase (or decrease). 

Therefore, policy instruments targeted at aggregate demand and employment can be 

used to influence inflation rates overtime. However, despite its popularity, the 

Phillips curve suffers from both theoretical and empirical shortcomings. Results 

from many empirical studies suggest that the Phillips curve cannot adequately 

predict a stable relationship between unemployment and inflation (see Stock and 

Watson, 2008 for a review). This can be justified on the grounds that rational 

economic agents are expected to revise their expectation overtime as their economic 

environment changes (see Fischer, 1977; Lucas and Sargent, 1979 and Taylor, 1980).  

 
Also, the Phillips curve only captures the demand side of inflation and may 

therefore produce less desirable results if significant components of the supply side 

of inflation are ignored (see Chen et al., 2014 and the papers cited therein). In this 
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paper, our contribution to the literature is four-fold. First, we extend the literature on 

inflation forecasting by focusing on the role of an important supply side variable (i.e. 

global crude oil prices) in generating accurate inflation forecasts. This is partly 

motivated by the results obtained in a recent study by Salisu et al. (2017) which 

justifies the significant role of oil price in the modeling of inflation. This is further 

corroborated by the finding of Coibion and Gorodnichencko (2015) which reveals 

that contrary to expectations, inflation rate increased during the financial crisis era 

and the increase was driven largely by increase in oil prices. They argue that changes 

in crude oil prices reflect visibly in domestic gasoline prices and results in a revision 

in households inflation expectations. Similar findings are reported in Chen et al. 

(2014). Indeed, it seems to make sense that oil prices explain a lot of the variation in 

inflation because many industries consume oil, often for transportation—it is used to 

make gasoline for automobiles and jet fuel for air transport—or as heating fuel for 

many homes (Neely, 2015). In 2014, the United States used about 6.95 billion barrels 

of oil (Neely, 2015). 

 
Second, we adopt the approach of Lewellen (2004) [hereafter “LW”] and Narayan 

and Gupta (2014) [hereafter “NG”] and Narayan and Bannigidadmath (2015) 

[hereafter “NB”] to capture persistence and endogeneity effects that may be inherent 

in the predictors of inflation including oil price. Many studies ignore the supply side 

variables because of potential simultaneity problems. More specifically, NG (2014) 

find that oil price is a persistent and endogenous predictor variable and that 

ignoring these features may bias the slope coefficient of the predictor variable which 

may affect the outcome of the predictive model. While there is evidence of 

application of this approach to the forecasting of stock returns, our paper is the first 

to demonstrate the consequences of ignoring the persistence and endoneneity effects, 

when they exist, on the predictability the Phillips curve-based inflation forecast. We 

further extend the predictive regression model of LW (2004) and NG (2014) and NB 

(2015) to a two-predictor framework in order to augment the Phillips curve-based 

inflation model with the supply-side factor (which is oil price in this case). In order 

to validate our argument for the consideration of a multi-factor case, we compare the 
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forecast performance of both the restricted (the single-predictor) case with the 

unrestricted (multi-predictor) version using multiple out-of-sample forecast periods 

implemented via the rolling window approach1 and different measures of forecast 

performance including Campbell and Thompson (2008) measure. Also, we further 

check whether using the forecast combination approach2 (as in NB, 2015 work) will 

perform better than the multi-predictor case. More specifically, we consider different 

measures of inflation involving all items (headline inflation) and core CPI (core 

inflation) and different variants of the single-factor (demand-side) Phillips curve 

model, namely; output gap and unemployment rate. Thereafter, we compare their 

forecast performance with an alternative single factor supply side inflation model. 

Also, we test whether combining the two sides in the same framework will produce 

better forecast performance than any of the single-factor variants.   

 
Third, unlike the few related studies which focus mainly on the United States or a 

few countries, we extend the analysis to include OECD countries. By doing this, we 

are able to test the validity of previous results on a larger sample of countries and 

determine if the augmented Phillips curve based forecast model is widely applicable. 

Apart from providing an update on Phillips curve based inflation forecasts, we also 

examine the performance of the curve during a period of relatively low and stable 

inflation rate. This is important because some studies find the performance of the 

Phillips curve to be episodic, depending on the behavior of inflation (see Orphanides 

and Van Norden, 2004; Stock and Watson, 2008).    

 
Fourth, in addition to examining the usefulness of crude oil prices in forecasting 

inflation, the study contributes to the debate on whether monetary authorities 

should incorporate commodity and asset prices in the design of monetary policy rule 

(see Bernanke, 2008).  

                                                           
1 The use of rolling window approach is important here as empirical studies (such as Ang et al, 2007; 
Canova, 2007; and Riggi and Venditti, 2015) have suggested that parameters of the Phillips curve are 
unstable. Thus, this approach is implemented in such a way as to account for this inherent feature of 
the Phillips curve. 
2 Unlike the multiple-predictor case where all the relevant predictors are included in the predictive 
model, for the forecast combination, single-regressor equation is specified for each of the predictors 
and the statistics for evaluating their forecast performance are averaged.  
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Foreshadowing our results, we find that regardless of the version of Phillips curve 

considered, including the supply-side will enhance the forecast performance of the 

curve.  In all the scenarios, the model that includes both the demand- and the 

supply-side factors outperforms all the single-factor models. Also, the augmented 

version of the Phillips curve also outperforms the combined forecast approach as 

well as the autoregressive model for the different out-of-sample forecast periods. 

 
The rest of the paper is structured as follows: Section 2 reviews related studies on 

forecasting with Phillips curve. Section 3 provides the model set up including the 

forecast performance measures. Section 4 deals with data and preliminary analysis. 

In Section 4, we present and discuss the results while Section 5 concludes the paper. 

  

2.0 A review  of the literature  on forecasting  with Phillips Curve  

Many studies have investigated the ability of different models, both theoretically 

motivated and data driven, to accurately forecast inflation (see Stock and Watson, 

2008 for a comprehensive review). In this paper, we review the literature on only 

three important issues which are related to our primary objective, namely; the 

stability of Phillips curve parameter estimates, the performance of Phillips curve 

based inflation forecasts, and the effect of augmenting the Phillips curve models 

with supply-side factors on its forecast performance. 

 
Traditional forecasting of inflation relies on theories underlined by the Phillips curve 

which suggests a stable and predictable relationship between inflation and its 

determinants. Instability in the parameters of the Phillips curve poses a major 

challenge for the accuracy of inflation forecasts, except when adequate provision is 

made for it. Indeed some empirical studies confirm that the parameters of the 

Phillips curve are unstable. In a study examining the reliability of inflation forecasts 

from different output gap estimates, Orphanides and Van Norden (2004) find that 

forecasts are generally unstable. The forecasts vary across different periods of 

inflation: high and volatile for 1968 to 1983 and stable for 1984 to 2002. Also, Stock 

and Watson (1999) find structural breaks in inflation-unemployment relationship 
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between the periods 1970 to 1996 in the United States. The instability was especially 

significant in the coefficient of lagged inflation in the Phillips curve specification. 

 
In a more recent study, Riggi and Venditti (2015) find evidence of increased 

sensitivity of inflation to output gap or a steepening Phillips curve in the euro area 

since 2013. Other studies, including Atkeson and Ohanian (2001) and Ang et al 

(2007), corroborate these findings. Put simply, the relationship portrayed by the 

Phillips curve may not be stable, resulting in inaccurate forecasts. One possible way 

to address this problem is by using time varying parameter models to estimate the 

inflation forecasting model. In fact, results from Canova (2007) show that taking 

account of time variation in Phillips curve coefficients improves the forecast 

performance of the model. In this case, they find that forecasts from multivariate 

models outperform univariate ones only when time variation in the coefficients are 

accounted for by using a time varying estimation models. 

 
Given evidence of instability in the Phillips curve estimates, it is not surprising that 

many empirical studies find inflation forecasts generated from Phillips curve based 

models to be less accurate. A good number of such studies find that Phillips curve 

inflation forecast do not outperform simple univariate models including random 

walk and simple autoregressive models (see Atkeson and Ohanian, 2001; Stock and 

Watson, 2003, 2007, Canova, 2007, Ang et al., 2007). Using US data from 1960 to 1999, 

Atkeson and Ohanian (2001) compared the performance of three NAIRU based 

Phillips curve inflation forecasts to a naïve model – which predict the next four 

quarters inflation from its value in the previous four quarters. They find that the 

naïve model (AO henceforth) forecasts outperform those from the Phillips curve 

models. Similar conclusions are reached by studies which focus on other countries 

apart from the United States. Using data from selected inflation targeting economies 

in Europe, Diron and Mojon (2008) find that using central banks inflation targets as 

inflation forecasts yield smaller forecast error than alternative models, including 

Phillips curve based ones. One possible explanation for this is that quantified 

inflation targets serve as a good guide for expectation formation about inflation 

especially when the central bank is perceived as credible. 
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Perhaps the problem with the Phillips curve based model is their simplicity. After 

all, results from Stock and Watson (1999) and Cecchetti et al. (2000) suggest that 

single indicators inflation forecasts have limited predictive powers. Therefore, one 

will expect that extending the simple model to capture other real economic activities 

will improve its forecast performance as information about other economic variables 

that may affect inflation dynamics is incorporated. In a study of the G7 countries, 

Canova (2007) used data from 1980:Q1 to 2000:Q4 to compare the forecast 

performance of the popular inflation forecasting models. He finds that bivariate and 

tri-variate models are not much better than univariate ones. This is in line with 

earlier results from Stock and Watson (2003, 2007) which find that even when the 

Phillips curve models are augmented with activity based indicators, the AO forecasts 

still outperform them. In arguably one of the most comprehensive studies on this 

subject, Stock and Watson (2008) recapitulate previous literature using an extensive 

data sets covering 1953:Q1 to 2008:Q1 and a battery of inflation forecast models 

estimated in 192 forecasting procedures. Among other specifications, they 

complemented the Phillips curve with aggregate activity based indicators. In 

general, they find that, on average, Phillips curve forecasts do not outperform 

univariate forecasts from an autoregressive model and their performance is at best 

episodic. 

 
Are there other ways to improve Phillips curve based models to derive more 

accurate inflation forecasts? Initial evidence suggests there might be. One major 

limitation of the foregoing studies is that they pay little attention to supply side 

factors, even though inflation is not solely a demand-driven phenomenon. For 

example, global commodity prices affect domestic prices through their direct effects 

on production costs and real outputs, and indirectly results in domestic inflation 

through the exchange rate pass through especially in commodity exporting 

economies (see Chen and Rogoff, 2003; Chen et al., 2014).  

 
Many studies have shown that crude oil price is salient for understanding inflation 

dynamics (see Salisu et al., 2017 for a comprehensive review). Similarly, Coibion and 

Gorodnichencko, (2015) show that contrary to popular reasons provided in the 
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literature for the absence of disinflation during the financial crisis, the situation is 

better explained by oil price-induced inflation expectations between 2009 and 2011. 

Also, models incorporating energy prices seem to have better inflation forecast 

performance. Cecchetti et al. (2000) examine the forecast performance of 19 inflation 

indicator variables including unemployment rates and energy prices in forecasting 

inflation and compared them to a simple autoregressive model. They find that crude 

oil price outperforms the autoregression in eight out of the 13 forecast instances, 

while unemployment rate only outperforms the autoregression twice. In fact, the top 

four performing variables – crude oil price, price of gold, Journal of Commerce 

material index and average hourly earnings – are supply side variables. 

 
A recent study by Chen et al. (2014) also check the performance of aggregated and 

disaggregated commodity price indexes in forecasting inflation in selected small 

commodity exporters (namely Australia, Canada, Chile, New Zealand and South 

Africa). Using data from 1983:Q1 to 2010:Q3, they find that the commodity price 

indexes outperform random walk models and record modest improvements over 

autoregressive models. Among the disaggregated index, the energy price sub-index 

provides the best inflation forecasts across all countries considered.  Their results 

point to the potential usefulness of combining market-based indicators (like 

commodity prices) with structural or activity based variables such as output growth, 

output gap and unemployment for better inflation forecasts. This is the focus of this 

paper. We extend the studies on Phillips curve based inflation model to include the 

global oil price. As previously emphasized, our approach carefully accounts for 

some of the prominent features of the considered predictors which are found to 

enhance the forecast performance of the predictive model. Specifically, we account 

for time varying feature of the parameters of Phillips curve using the rolling window 

approach and we also reflect persistence and endogeneity effects which may affect 

the outcome of the forecast.  
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3.0 The Model  

3.1 The (Traditional) Demand-Side Phillips Curve variants  

The two main variants of the single factor demand-side Phillips curve functions are 

the unemployment–inflation trade-off and the output-inflation trade-off. Starting 

with the former, it postulates an inverse relationship between the level of 

unemployment and the rate of inflation. A simple representation of the 

unemployment–inflation trade-off is given as: 

                                 t t tup a l e= + +; 0l<                   (1) 

where tp is the rate of inflation while tu  is the unemployment rate. In this paper, we 

consider two prominent measures of inflation namely headline inflation and core 

inflation. We use the headline inflation computed from all-items CPI since it is 

usually the policy target of most Central/Reserve banks. However, the core inflation 

is also relevant here in order to eliminate any form of bias that may result from 

possible correlations between the volatile prices in the all-items CPI (usually energy 

and food prices) and oil prices. In other words, the core inflation excludes certain 

items from the headline inflation that are susceptible to volatility in order to produce 

legitimate long run inflation devoid of short-term price volatility and transitory 

changes. In the computation of the core inflation, the food and energy prices, that 

can have temporary price shocks, are removed as these shocks can diverge from the 

overall trend of inflation and by implication give a false measure of inflation. Thus, 

the consideration of core inflation is expected to strengthen the robustness of our 

results and to also lend credence to the role of oil price as a predictor of inflation 

regardless of the choice of inflation measures considered.  

 
Like the rate of inflation, we also consider alternative measures of Phillips curve 

predictor variable. As you will notice in our subsequent analyses, in addition to 

unemployment, we analyze the demand side of the Phillips curve using another 

alternative measure namely output gap.  

 

 

 

 



Salisu A. A, Ademuyiwa I and Isah, K. O (2017): Revisiting the forecasting accuracy of Phillips curve: the role of oil price - Centre for Econometric and 
Allied Research, University of Ibadan Working Papers Series, CWPS 0022 
 
 

11 
 

3.1.1 The output-inflation trade -offs 

The output-inflation trade-off is derived from the unemployment-inflation trade-off 

and it establishes a positive relationship between output and inflation. This is 

particularly important for inflation targeting countries where the policy rate is 

determined by the intended trade-off between output gap and inflation. For 

instance, a higher inflation is hypothesized if actual output (aggregate demand) 

exceeds its potential output or if unemployment is less than the natural rate of 

unemployment. The output-inflation trade-off defined this way requires the use of 

output-gap to proxy output in the estimation of this variant of Phillips curve (see 

equation 2).  

                                 t t tgp a g e= + +                   (2) 

where log( / )t t tg y y= such that ty  is the actual output proxied by real GDP and ty  is 

the potential output (or potential real GDP) that is measured using the Hodrick 

Prescott Filter.  

 

3.2 The Supply-Side Phillips c urve  

The demand-side variants of the Phillips curve ignore the cost push (or supply side) 

of inflation and ignoring the supply-side may affect the predictive ability of the 

Phillips curve model (see Chen et al, 2014). As previously noted, we consider oil 

price as a proxy for the cost push factor since oil serves as a major input to the 

production process and by implication it can be assumed to be critical for growth 

(see Kilian et al, 2013; Killian and Vigfusson, 2017). The various considerations in 

favour of the significant role of oil price in a macroeconomy are well documented in 

Hamilton (2005).3  

 
In addition, several studies have evaluated the predictive accuracy of oil price for 

stock returns (see for example, Narayan and Sharma, 2011; NG, 2014; and papers 

cited therein). For instance, in the predictive model of NG (2014), oil price is 

                                                           
3 In fact, nine out of ten of the U.S. recessions since World War II were preceded by a spike up in oil 
prices (Hamilton, 2005). Also, Lee et al. (1995) find that an oil price shock variable reflecting both the 
unanticipated component and the time-varying conditional variance of oil price change (forecasts) is 
highly significant in explaining economic growth across different sample periods, even when 
matched against various economic variables and other functions of oil price.  
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expressed as a single predictor of stock returns and they find that oil price changes 

(including both negative and positive changes) is an important predictor of US stock 

returns. In our paper, similar to the underlying intuition behind the NG (2014) 

paper, we hypothesize that inflation can be predicted by changes in oil price. The 

cost-push theory of inflation establishes a positive relationship between the cost of 

input (which is oil price in this case) and inflation. Thus, upward movements in oil 

price may fuel higher rates of inflation at least in the short run.  

    t t tpp a y e= + +                  (3) 

where tp  denotes the movements in global crude oil price computed as

( )1log /t toil price oil price- . As previously noted, we depart from the existing 

literature on inflation forecasting in terms of the choice of predictive regression 

model. In our paper, in addition to other contributions, we account for persistence 

and endogeneity effects in the predictive regression model (see LW, 2004; NG, 2014). 

 

3.3 Dealing with persistence and endogeneity in the predictors  of i nflation  

It is important to discuss the expected behavior of the predictors of inflation. The 

equations (1) to (3) assume the non-existence of persistence and that the predictors 

are exogenous. However, these assumptions are too restrictive particularly for series 

that usually respond to demand and supply shocks such as those in this paper.  

Recent developments in single-equation forecasting models seem to favour the 

consideration of persistence and endogeneity issues (see LW, 2004; NG, 2014; NB, 

2015).4 These statistical features have implications on the choice of estimator for 

forecasting which consequently will affect the outcome of the forecast. LW (2004) 

demonstrates the procedure for the adjustment of the OLS slope coefficient of the 

predictor in order to correct for the bias introduced by the presence of persistence 

and endogeneity in the model. Similar applications are demonstrated in the works of 

NG (2014) and NB (2015). Thus, we further test whether our predictors truly exhibit 

these features and if they did, the predictive regression model will have to be 

                                                           
4 Also, financial series that are usually available at a high frequency (such as intra-day, daily and 
weekly) tend to exhibit conditional heteroscedasticity which must be accounted for in the forecasting 
model (see Westerlund and Narayan, 2012, 2014).  
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estimated with the bias-adjusted OLS estimator proposed by LW (2004). Although, 

Westerlund and Narayan (2012, 2014) propose an extension of the LW (2004) which 

accounts for conditional heterosecdasticity; however, this may be more appropriate 

for financial series such as stock returns that are available at high frequency and are 

therefore more susceptible to volatility (see NB, 2015).  

 
We follow the procedure as detailed in the LW (2004) and NB (2015) to test for 

endogeneity and persistence and also determine an estimable predictive regression 

model that accounts for these features. Let us assume the following predictive model 

for inflation as previously specified on the basis of Phillips curve:5 

                             
( )

,

2

1 , ,;       0,  
tt t t tx N

pp p ep a b e e s-= + + ~     (4) 

where tp is the rate of inflation as previously defined and tx  is  a  potential predictor  

variable of inflation which is restricted to the unemployment, output and oil prices. 

Unlike equations (1) to (3), by taking the first lag of tx  in equation (4) allows us to 

restrict our forecast to the short run since the general consensus in the literature is 

that oil prices can drive some variation in inflation, at least over the short and 

medium runs (see Neely, 2015). 

 

We can also assume an AR(1) process for tx  (see also  Stambaugh, 1986, 1999; 

Mankiw and Shapiro, 1986; Nelson and Kim, 1993; LW, 2004; NG, 2014) : 

                     
( )

,

2

1 , ,;       0,
x tt t x t x tx x N ef r e e s-= + + ~       (5) 

Both 
, , and t x tpe e are expected to be correlated for endogeneity bias to pose any 

serious concern on the outcome of the forecast and Ĕ 1r< , an assumption that is 

required for stationarity. The null hypothesis of no predictability is given as 

0
Ĕ: 0H b= . However, in the presence of persistence and endogeneity, LW (2004) 

shows that Ĕb exhibits a bias which can be expressed as ( ) ( )Ĕ ĔE b b g r r- = -. The 

direction of bias (i.e. upward or downward) is determined by g and Ĕr. If for 

                                                           
5 Specifying equations (1) to (3) this way allows us to restrict our forecast to short run forecast since 
the general consensus in the literature is that oil prices can drive some variation in inflation, at least 
over the short and medium runs (see Neely, 2015). 



Salisu A. A, Ademuyiwa I and Isah, K. O (2017): Revisiting the forecasting accuracy of Phillips curve: the role of oil price - Centre for Econometric and 
Allied Research, University of Ibadan Working Papers Series, CWPS 0022 
 
 

14 
 

instance g is positive (based on the nature of relationship between 
, , and t x tpe e); then, 

a downward bias in Ĕr causes a downward bias in Ĕb.  Since, tx  is expected to be 

stationary for any meaningful forecast to be conducted, then, the bias in Ĕb is at most 

( )Ĕ 1g r- . In the absence of persistence, the bias disappears (although there is still 

potential correlation between the two errors due to endogeneity bias); however, if 

there is existence of persistence, then, Ĕ 0ŗ and any predictive model that ignores 

the information in  Ĕr tends to understate the predictive power of the predictor(s). 

As demonstrated in the literature, predictive regression models that account for the 

information in Ĕr significantly strengthen their forecasting accuracy (see LW, 2004 

for a review).  

 

To test for the degree of persistence with the null hypothesis of 0
Ĕ: 1H r=  , we use the 

standard augmented dickey fuller (ADF) test which mimics equation (5) particularly 

where only the intercept is captured in the ADF test equation. Thus, we ensure that 

the choice of regression equation for our unit root test only reflects the intercept.  We 

use the coefficient on the first lag of the predictor in the ADF test regression (i.e. the 

autocorrelation coefficient in the test equation) to evaluate the degree of persistence. 

For the proposed LW estimator to be valid, the coefficient is expected to be less than 

one. Moreso, the series (both the predicted and the predictors) in the predictive 

regression model are expected to be stationary with maximum order of integration 

being I(1). Thus, the degree of persistence is evaluated at the level of stationarity of 

the relevant series. In other words, the corresponding autocorrelation coefficient at 

which the series is stationary is reported and used to evaluate the degree of 

persistence. Doing it this way ensures that the degree of persistence is devoid of any 

noise in the data series. In any case, the rejection of the unit root null does not imply 

that the variables are not persistent (NG, 2014).  
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To test and capture the endogeneity effects, we follow the Westerlund and Narayan 

(2012, 2014)6 approach which establishes the relationship between the two errors 

( ), , and t x tpe e  as follows: 

    , ,t x t tpe ge h= +                    (6) 

where ,tpe  and 
,x te  are as previously defined, th has a zero mean and variance 2

th
s  

and ( ), 0x t tE e h= . In other words, th is the remainder error of ,tpe  after controlling 

for 
,x te  and therefore by construct, 

,x te  and th are not expected to be correlated. The 

null hypothesis of no endogeneity bias is given as 0 : 0H g=  which can be tested by 

replacing the error terms in equation (6) by their corresponding residuals obtained 

from the estimation of equations (4) and (5) in so far the series in question are found 

to be stationary.  

 
By way of substitution and re-arrangement, we can re-write equation (6) as: 

  ( )1 1t t t t tx x xp y b g r h- -= + + - +       (7) 

where y a gf= -  . In order to correct for the inherent bias in b, LW (2004) suggests 

bias-adjusted OLS estimator of b which is described as: 

  ( )Ĕ Ĕ Ĕ
adjb b g r r= - -         (8) 

Since r is unknown, LW (2004) suggests we can put a lower bound on ( )Ĕr r-  by 

assuming that 1rº  (in line with the null hypothesis for testing for unit root) while 

Ĕr is determined from equation (5) which is the ADF test equation for unit root with 

constant only. We follow the same approach in this paper to estimate the Ĕadjb . Note 

that in the absence of persistence and endogeneity effects,  Ĕ Ĕ
adj olsb b=  since 

( )Ĕ 0g r r- = and by implication ( )1 0t tx xg r-- =. Therefore, in the absence of 

persistence and endogeneity effects, equation (7) reduces to equation (5) and the 

standard OLS is valid for estimation in that instance. Similarly, if there is no 

evidence of endogeneity but the predictor variable still exhibits persistence; so far 

the order of integration for the predictor does not exceed I(1), then, the equation (4) 

                                                           
6 The same approach was adopted by NG (2014) and NB (2015) in the forecasting of stock returns.  
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is a valid predictive regression model. However, if there is no evidence of 

persistence but endogeneity bias is evident; then equation (7) becomes: 

    1t t t tx xp y b g h-= + + +                 (7a) 

where Ĕ 0rº  and as a consequence, bias-adjusted OLS estimator of b in (8) adjusts 

to: Ĕ Ĕ
adjb b gr= +  and where 1rº , Ĕ Ĕ

adjb b g= +. In this case, the adjustment in Ĕadjb  is 

determined by the sign on g. For instance, a negative correlation between the two 

errors determined by g implies that Ĕb adjusts upwards when Ĕ 0rº .  

 
We subject equations (1) to (3) to this procedure and thereafter forecast with the 

appropriate model on the basis of the observed underlying features of the predictors.  

    

3.4 The Combined (Demand- and Supply-Side) Phillips curve  

The previous equations involve a single-predictor forecast model. We further 

hypothesize that both the demand and supply sides are important and should 

therefore be captured in the forecast model. Thus, we incorporate both sides in a 

single-equation framework in order to test whether augmenting the traditional 

Phillips curve with the supply-side components will produce a better forecast 

performance than any of the single-factor variants. The extended versions of the 

Demands-side Phillips curve in equations (1) to (2) are now reformulated to include 

the supply side in equation (3) as follows.  

                                                  0 1 2 1t t t tu pp a a a e= + + +              (9a) 

                                         0 1 2 2t t t tg pp b b b e= + + +              (9b) 

 
We extend the LW (2004), NG (2014) and NB (2015) single-predictor forecast model 

to account for a two-predictor model. We express the model as follows: 

   
1 1, 1 2 2, 1 ,t t t tx x pp a b b e- -= + + +               (10) 

where 1x  and 2x  are two potential predictors of inflation. The error term -  ,tpe  has a 

mean of zero and variance of 2

pe
s . Like the previous analyses, we can assume a first 

order autoregressive model for 1x  and 2x : 

   
11 1 1 1, 1 ,t t x tx xf r e-= + +                (11a)  
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                                   22 2 2 2, 1 ,t t x tx xf r e-= + +               (11b) 

where 
1 ,x te  and 

2 ,x te  are assumed to have zero mean values and 
1

2

xe
s  and 

2

2

xe
s  as their 

respective variances. The null hypothesis of perfect persistence - 0 : 1H r=  is tested 

against the alternative of - 1 : 1H r< . To capture endogeneity effects, we assume the 

following correlation between ,tpe  and 
1 ,x te  and 

2 ,x te : 

                                    1 2, 1 , 2 ,t x t x t tpe ge g e h= + +                           (12) 

Since th is the remainder error of ,tpe  after accounting for 
1 ,x te  and 

2 ,x te , it is therefore 

important to assume that ( ) ( )
1 2, , 0x t t x t tE Ee h e h= =. To implement equation (12), it is 

also important to assume  no correlation between 
1 ,x te  and 

2 ,x te  which can easily be 

verified by expressing one against the other [say 
1 2, ,x t x t tve de= +] and thereafter test 

for the significance of the relevant parameter - d. The null hypothesis of no 

endogeneity in equation (12) - 0 1 2: 0H g g= = is tested against the alternative of 

1 1 2: 0H g g¸ .̧  

 
By substitution and further simplification, we can re-write equation (12) as follows: 

                    
( ) ( )1 1, 1 2 2, 1 1 1 1 1, 1 2 2 2 2, 1t t t t t t t tx x x x x xp w b b g r g r h- - - -= + + + - + - +            (13) 

where 1 1 2 2w a fg fg= - -  and the corresponding equation for the bias-corrected OLS 

estimates for the b’s is given as:  

                        
( ) ( )1, 1, 1 2, 2, 1 1 1 1 1, 1 2 2 2 2, 1t adj t adj t t t t t tx x x x x xp w b b g r g r h- - - -= + + + - + - +        (14) 

where ( )1, 1 1 1
Ĕ ĔĔ Ĕ1adjb b g r= - - and ( )2, 2 2 2

Ĕ ĔĔ Ĕ1adjb b g r= - - and equation (14) reduces to 

equation (10) in the absence of persistence and endogeneity effects. Thus, like the 

single-factor case, the appropriate restricted version of equation (14) and the 

required adjustment to 1,
Ĕ

adjb  and 2,
Ĕ

adjb  are determined by the magnitude and 

significance of relevant parameters - 1
Ĕr, 2
Ĕr , 1
Ĕg and 2

Ĕg.7 

 

 

                                                           
7 The derivation of the restricted version and the corresponding bias-corrected OLS estimator are 
suppressed here in order to conserve space but can be made available on request.  
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3.5 Autoregressive model 

As customary when evaluating the forecast performance of economic models, we 

also compare the best forecast model among the variants of the Phillips curve 

whether single-factor or multiple-factor with the first order autoregressive model 

with drift. Thus, in addition to the theoretically motivated equations above, we also 

allow inflation to follow a first order autoregressive process, such that; 

                                1t t tp a bp e-= + +                 (15) 

Our choice of this statistical forecasting model is premised on very strong evidence 

in the literature suggesting the superior performance of the autoregressive model 

over most economic models including the Phillips curve. Thus, comparing the 

forecast performance of the proposed augmented Phillips curve with this statistical 

model is an important consideration and also aligns with the extant literature on 

inflation forecasting.   

 

3.6 Forecast periods and measures of forecast performance 

Typically, in the absence of any theoretical guidance, researchers have used 25%, 

50% and 75% of the full sample as the in-sample periods for estimation and the 

balance forms the out-of-sample forecast periods (NG, 2014). Thus, we consider both 

the 50% and 75% for robustness. A number of studies have justified the need to 

consider multiple out-of sample evaluation periods in order to gauge the robustness 

of the predictability results (see for example, Welch and Goyal, 2008; Rapach et al., 

2010, among others).  On the procedure followed to produce out-of-sample forecasts, 

we employ the rolling window approach. This estimates one step ahead then drops 

an observation at the start and adds the new observation to the sample and 

thereafter re-estimates. This process is followed continuously until the end of the 

forecast period is reached. The idea is to capture the inherent time varying feature of 

the parameters of Phillips curve.  

 
Also, we employ the Root Mean Square Error (RMSE) to measure the predictive 

ability of the various predictors. These measures are computed for both the in-

sample forecast and out-of-sample forecast. We further consider the out-of-sample 
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( )2 _R OOS Rstatistic proposed by Campbell and Thompson (2008) which is 

computed as ( )1 0_ 1 /OOS R MSE MSE= - , where 1MSE  and 0MSE  are the mean 

square error (MSE) of the out-of-sample prediction from the unrestricted and 

restricted models, respectively. Hence, the restricted model in the context of this 

study is the single-predictor (demand-side) Phillips curve model (which restricts the 

parameter on the supply side factor to zero) while the unrestricted version captures 

both the demand and supply sides. We also apply this test to compare the latter 

model with the combined forecast (which is also a restricted model as it involves the 

single-predictor model). In terms of interpretation, a positive  ( )2 _R OOS Rstatistic 

i.e. _ 0OOS R>  implies that the unrestricted model outperforms the restricted model 

while the reverse is the case for a negative statistic.  

    
3.7 Robustness tests 

In this paper, we consider a multi-level robustness analysis as follows: 

1. We consider twenty one (21) OECD member countries thus making it the 

largest sample of countries evaluating the forecast performance of Phillips 

curve-based inflation in a single paper. 

2. We consider alternative measures of inflation in order to examine whether the 

forecast is insensitive to the choice of proxy for inflation;  

3. Also, we consider two variants of Phillips curve-based inflation model. 

4. We analyze the forecast performance of the predictive models under two 

different out-of-sample forecast periods 

 

4.0 Data and Preliminary analyses  

We use quarterly data for twenty one (21) OECD (Organization for Economic Co-

operation and Development) member countries based on availability of data for the 

period 1990:Q1 to 2016:Q4. CPI Indices, unemployment rates and GDP data were 

obtained from the OECD Statistics Database while crude oil prices (Brent) were 

downloaded from the US Energy Information Administration (US-EIA) website. 
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For the preliminary analyses, we started with a visual inspection of oil price against 

each of the two measures of inflation rate considered. The essence is to trace any 

possible co-movement between oil price and inflation over time (see Figures 1&2). 

We also consider the summary statistics of the series to include the sample mean, 

standard deviation, kurtosis and the skewness. In addition to the test of the null 

hypothesis of a unit root in variables under consideration, we also test for the 

presence of persistence and endogeneity effects as previously described. 

  
Depicted on Figures 1 & 2 below are indications of possible co-movements between 

inflation and oil price. The co-movement is though consistent for both the headline 

inflation and the core inflation; it is however in the opposite direction in the later 

period of the sample (2014 – 2016) thus echoing the likelihood of oil price being an 

episodic predictor of inflation.  

 

Figure 1: Trends in Headline Inflation  and Oil Price in OECD, 2000Q1 -2016Q4 
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Figure 2: Trends in Core Inflation and  Oil Price in OECD, 2000Q1 -2016Q4 
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Reported in Table 1 include the means, standard deviations, kurtosis and skewness 

statistics for all the variables under consideration. Starting with the inflation 

variables in Panel A, the quarter-on-quarter inflation rates for both headline and core 

appear to be relatively small for all the selected OECD countries, in fact, less than 1 

percent with the exception of Mexico. Also, the standard deviation values are 

substantially small indicating that they are less volatile although the headline seems 

relatively more volatile than the core. This is not unexpected as the former includes 

volatile prices such as food and energy prices which are suppressed in the core 

inflation. In relation to Panel B, unemployment rate follows a single-digit trend on 

average with the exception of Spain. However, the output gap for majority of the 

countries is negative implying that aggregate demand falls short of potential output, 

on average. Meanwhile, these traditional predictors of inflation are less volatile 

when compared to the oil price variable judging by the standard deviation statistics. 

the standard deviation statistics for the oil price variable in Panel C. With respect to 

the statistical distribution of the series, the skewness appears to be mostly non-zero 
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for all the series, but mainly positive in the headline inflation and oil price, mixed for 

the core inflation and unemployment rate, negatively skewed for output-gap and 

mixed for the oil price. For the kurtosis statistic, the result is predominantly 

leptokurtic across the two measures of inflation rate and the output-gap but 

platykurtic for unemployment and oil price.  

 

Table 1: Summary Statistics  

Panel A: Inflation proxies  

   a

tp  c

tp  

Mean Std. Dev. Kurtosis  Skewness Mean Std. Dev. Kurtosis  Skewness 

Australia 0.627 0.432 11.785 2.011 0.604  0.518  20.584  2.865 

Belgium 0.496 0.459 2.956 0.244  0.491  0.345  5.621  0.682 

Canada 0.479 0.581 5.744 0.584  0.453  0.424  17.646  2.319 

Denmark 0.466 0.436 2.266 0.203  0.454  0.410  2.251 -0.197 

Finland 0.415 0.497 2.599 0.443  0.415  0.484  3.796  0.390 

France 0.384 0.395 2.527 -0.011  0.368  0.326  1.943  0.066 

Germany 0.450 0.470 6.868 1.192  0.440  0.447  11.487  2.274 

Ireland 0.510 0.763 6.765 -0.935  0.548  2.000  7.232  0.131 

Italy 0.632 0.470 3.181 0.174  0.631  0.440  3.424  0.241 

Japan  0.103 0.586 5.705 1.158  0.084  0.600  4.907  1.083 

Korea 0.888 0.836 8.379 1.654  0.811  0.686  5.353  1.355 

Luxembourg 0.507 0.508 3.001 0.507 0.508 0.450 2.111 -0.031 

Mexico 2.286 2.432 12.772 2.286 2.210 2.350 13.418 2.661 

Netherlands 0.511 0.499 3.489 0.511 0.529 0.500 2.727 -0.323 

New Zealand 0.510 0.498 4.173 0.510 0.489 0.454 4.596 0.164 

Norway 0.537 0.608 6.085 0.537 0.521 0.458 2.436 -0.271 

Portugal 0.800 0.955 4.044 0.800 0.938 1.173 4.990 0.913 

Spain 0.704 0.929 3.104 0.704 0.681 1.210 2.161 -0.554 

Sweden 0.433 0.784 8.900 0.433 0.383 0.995 7.614 0.67 

UK 0.591 0.719 9.962 0.591 0.522 0.743 13.329 1.974 

USA 0.593 0.620 11.874 0.593 0.588 0.264 4.207 0.712 

 
Panel B: [Demand -side] Phillips curve v ariables 

      Unemployment  Output -Gap 

 Mean Std. Dev. Kurtosis  Skewness Mean Std. Dev. Kurtosis  Skewness 

Australia 6.724 1.890 2.655 0.835 -0.011 0.508 2.325 -0.175 

Belgium 8.077 0.996 2.083 -0.048 -0.007 0.713 3.858 -0.317 

Canada 8.014 1.509 2.786 0.876 -0.015 0.668 4.694 -0.401 

Denmark 6.066 1.567 2.338 0.230 0.002 0.877 3.922 -0.342 

Finland 9.711 3.073 3.379 0.795 -0.021 1.196 6.351 -0.688 

France 9.990 1.437 2.057 0.335 -0.005 0.552 4.372 -0.413 

Germany 7.602 1.888 1.997 -0.158 0.001 0.992 5.648 -0.714 
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Ireland 9.574 4.283 1.397 -0.021 -0.031 2.000 7.232 0.131 

Israel 9.543 1.811 1.899 -0.077 -0.006 0.833 4.922 -0.469 

Italy 3.906 0.976 2.148 -0.340 0.014 0.972 8.319 -1.209 

Japan  3.471 1.154 8.480 2.092 -0.013 1.514 6.600 -0.928 

Korea 6.724 1.890 2.655 0.835 -0.011 0.508 2.325 -0.175 

Luxembourg 3.823 1.493 1.754 0.183 -0.011 1.458 3.515 0.083 

Mexico 3.939 1.062 2.627 0.572 -0.008 1.407 7.771 -0.652 

Netherlands 5.566 1.375 2.212 0.104 0.000 0.670 4.766 -0.068 

New Zealand 6.238 1.945 3.206 0.865 -0.013 0.897 4.066 0.222 

Norway 4.151 1.189 2.437 0.709 -0.007 0.870 2.958 -0.078 

Portugal 8.823 3.325 2.771 0.828 0.007 0.777 3.964 -0.353 

Spain 16.666 5.342 1.803 -0.010 0.007 0.627 4.540 0.253 

Sweden 7.207 1.769 4.453 -0.992 -0.010 1.085 5.038 -0.666 

UK 6.712 1.668 2.058 0.499 -0.008 0.654 6.757 0.056 

USA 6.055 1.553 2.922 0.886 -0.012 0.592 4.397 -0.393 

 
Panel C: Supply -side variable  
 

Oil Price = tp  

Mean Std. Dev. Kurtosis  Skewness 

47.841 34.143 2.298 0.836 

Note: a

tp  and c

tp  denote headline inflation and core inflation respectively while tp  is 

the percentage log difference of Brent oil price. The inflation data used here are 
quarterly percentage change of quarter-on-quarter inflation. The unemployment and 
output-gap series are also expressed in percentage term.  
 

 

4.1.1 Presentation and discussion of unit root test results  

As a precondition for dealing with time series data, the issue of stationarity deserves 

attention. Hence, we subject each of the inflation variables and the predictor series to 

unit root tests. Essentially, we employ the familiar augmented Dickey-Fuller (ADF, 

1981). Although, the implementation of the ADF model includes only the intercept 

term, the lag length selection is however, based on Schwarz information criterion, 

where a maximum of ten (10) lags is considered to obtain the optimal lag length. The 

ADF test results in Table 2 show that the unit root null is consistently rejected for the 

predictor series and therefore valid for forecasting.   
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     Table 2: ADF unit root test r esults 

Country  
tu  tg  Country  

tu  tg  

Australia -5.867***(2) [0] -6.710*** (2) [0] Luxembourg -6.406***(10) [0] -6.294*** (2) [0] 

Belgium -5.616***(0) [0] -7.219*** (2) [0] Mexico -6.482***(2) [0] -6.900*** (1) [0] 

Canada -6.171***(2) [0] -6.319*** (1) [0] Netherlands -4.925***(1) [0] -5.068***  (1)[0] 

Denmark -7.020***(2) [0] -5.995*** (0) [0] Norway -5.215***(0) [0] -6.428***  (1)[0] 

Finland -6.443***(3) [0] -6.632*** (4) [0] New Zealand -5.166***(1) [0] -9.662*** (0) [0] 

France -7.410***(2) [0] -6.174*** (2) [0] Portugal -6.915***(4) [0] -6.496*** (4) [0] 

Germany -5.690***(2) [0] -5.383*** (1) [0] Spain -5.512***(1) [0] -5.310*** (6) [0] 

Ireland -5.507***(5) [0] -7.100*** (0) [0] Sweden -6.238***(3) [0] -6.777*** (3) [0] 

Italy -4.731***(0) [0] -5.158*** (1) [0] UK -7.002***(3) [0] -7.218*** (2) [0] 

Japan -5.155***(1) [0] -5.810*** (0) [0] USA -5.450***(2) [0] -6.170*** (2) [0] 

Korea -5.959***(1) [0] -6.503*** (2) [0] Oil Price = tp : -8.777*** (0) [0]  

Note: The ADF is the Augmented Dickey–Fuller unit root test results and is implemented with only the intercept. 
We consider a maximum lag length of 10 and the optimal lag length (OLL) is selected based on the Schwarz 
information criterion. The OLL is reported in parentheses – ( ) while the order of integration is in square brackets  
– [ ]. The unemployment rate is only consistently stationary after accounting for the inherent linear trend.  

 

4.1.2 Presentation and discussion of results for persistence and endogeneity 

It is also important to test for persistence in the predictors since the rejection of the 

null of unit root does not imply the absence of persistence. Reported in Table 3 is the 

estimated AR(1) coefficient for each of the predictors and across the 21 OECD 

countries selected. Although, there is no evidence of perfect persistence since all the 

coefficients are statistically significant at the 1 percent level, however, some degree 

of persistence which varies across the selected countries and across the variables is 

still noticed.  

 
                Table 3: Testing for persistence in the predictors of inflation  

Country  
tu  tg  Country  

tu  tg  

Australia 0.421 0.753 Luxembourg 0.858 0.612 

Belgium 0.469 0.509 Mexico 0.509 0.456 

Canada 0.506 0.407 Netherlands 0.223 0.376 

Denmark 0.562 0.505 Norway 0.408 0.941 

Finland 0.380 0.694 New Zealand 0.397 0.651 

France 0.371 0.397 Portugal 0.608 0.700 

Germany 0.248 0.379 Spain 0.267 0.501 

Ireland 0.554 0.648 Sweden 0.394 0.519 

Italy 0.351 0.319 UK 0.529 0.433 

Japan 0.385 0.459 USA 0.315 0.515 

Korea 0.501 0.510 Oil Price = tp : 0.843 

Note that the AR (1) coefficient is derived from the ADF test results and it is the coefficient 
obtained at which the series in question is stationary. All the reported coefficients are 
statistically significant at 1 percent level.  
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In the final part of our preliminary analysis, we also test for the extent of 

endogeneity in the predictive regression models. The test is considered from the 

perspective of both single- and multiple-predictive models since both models are 

used to forecast inflation in this paper. As depicted in Table 4, the endogeneity is 

relatively more evident for the headline inflation and more pronounced for oil price. 

This is consistent with the work of NG (2004) which also finds that oil price tends to 

exhibit both persistence and endogeneity in the predictive model for stock returns. 

Also, the endogeneity effect seems to be more prominent in the single-predictor 

model than the multiple-case. However, since oil price is present in the latter case, 

then accounting for this effect is crucial. Thus, our choice of estimator which corrects 

for any potential bias that may result from either persistence or endogeneity or both 

is suitable for the considered predictive models for inflation in this paper.  
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Table 4: Testing for the endogeneity of t he predictor s 
 
 

Single -Predictor Case Multiple -Predictor Case 

 
a

tp  

 
c

tp  

a

tp  
c

tp  

:t tu p  :t tg p  :t tu p  :t tg p  

Country  
tu  tg  tp

 tu  tg  tp
 tu  tp

 tg  tp
 tu  tp

 tg  tp
 

Australia -0.013*** 0.006 0.013*** -0.010 *** 0.006 0.006*** -0.008*** 0.012*** -0.072 0.012*** -0.0075*** 0.005* -0.038 0.006* 

Belgium -0.002 0.148* 0.013*** -0.0004 -0.130* -0.002*** -0.002 0.014*** -0.001 0.014*** -0.001 -0.001 -0.085 -0.001 

Canada -0.001 0.021 0.014*** 0.001 -0.218 0.005*** 0.002 0.014*** -0.113 0.015*** 0.002 -0.005* -0.233*** -0.004 

Denmark -0.006*** 0.115** 0.012*** -0.003* 0.026 0.003*** -0.006*** 0.011*** 0.094* 0.012*** -0.003* 0.003 0.012 0.003 

Finland -0.007*** 0.176*** 0.006** -0.007*** 0.149*** 0.004*** -0.006*** 0.006** 0.129** 0.007** -0.006*** -0.004 0.125** -0.004 

France -0.006** 0.161 0.012*** -0.001 -0.097 0.005*** -0.003 0.013*** 0.021 0.012*** -0.000 0.005*** -0.136 0.005*** 

Germany -0.003 0.041 0.009*** 0.001 -0.051 -0.001 -0.004 0.009*** 0.032 0.010*** 0.001 -0.000 -0.048 0.000 

Ireland -0.009*** 0.061 0.014*** -0.008*** 0.076* 0.006 -0.006** 0.014*** 0.064* 0.012*** -0.005** 0.007 0.081** 0.005 

Italy -0.007 0.145* 0.007** -0.004* 0.067 0.003 -0.002 0.007** 0.070 0.008*** -0.004* 0.003 0.036 0.003 

Japan -0.007 0.076 0.005 -0.004 -0.001 0.003 -0.006 0.007* 0.018 0.006* -0.005 0.004 -0.033 0.005 

Korea 0.005** -0.146** 0.001 0.002 -0.110* -0.007* 0.006** 0.003 -0.158** 0.006 0.002 -0.005 -0.059 -0.005 

Luxembourg -0.002 0.038 0.013*** 0.0002 -0.024 0.0002 0.000 0.013*** 0.011 0.013*** 0.000 0.000 -0.024 0.000 

Mexico 0.035*** -0.982*** -0.011*** 0.032*** -0.903*** -0.004 0.034*** -0.012 -1.022*** -0.009 0.032*** -0.004 -0.952*** -0.002 

Netherlands -0.008* 0.020 0.011*** -0.003 -0.004 0.006** -0.009** 0.012*** -0.022 0.013*** -0.004 0.007** -0.041 0.007** 

New Zealand -0.004** -0.023 0.013*** -0.003 -0.032 0.002 -0.002 0.013*** -0.118** 0.013 -0.001 0.002 -0.068 0.003 

Norway 0.001 0.097 0.004*** -0.0001 0.044 -0.001 0.002 0.004 0.111 0.005 0.001 -0.001 0.039 -0.000 

Portugal -0.005 0.118 0.009 -0.005 -0.052 -0.001 -0.004 0.009* 0.035 0.010* -0.004 -0.000 -0.083 0.001 

Spain -0.006** 0.314* 0.019*** -0.003 0.045 0.0002 -0.002 0.018*** 0.166 0.019*** -0.002 0.000 -0.032 0.002 

Sweden -0.007 0.174* 0.005 -0.008* 0.116 -0.011** -0.005 0.004 0.115 0.005 -0.007* -0.012** 0.144 -0.011** 

UK -0.003** 0.013 0.013*** -0.010** 0.036 0.008** 
 

0.003 0.014*** -0.192 0.014*** -0.003 0.008** -0.248* 0.009** 

USA -0.006* 0.320** 0.026*** 0.001 -0.062 0.002 -0.000 0.026*** 0.006 0.026*** 0.002 0.003* -0.097 0.003 

Note: The proxies for inflation are symbolized as 
a

tp  and 
c

tp  denoting headline inflation rate and core inflation rate, while ***, ** and * imply significance at 

1%, 5% and 10% respectively. 
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4.2 The Results 

Taking cognizance of the fact that the existence of in-sample predictability is not by 

any measure, a prerequisite for out-of-sample forecast gains as stressed by Rapach 

and Zhou (2013), we consider both the in-sample and out-of-sample forecast 

performance. The results for the in-sample forecast are partitioned into two: (i) the 

restricted predictive model where the in-sample forecast performance for the 

traditional Phillips curve is compared with the supply-side factor; and (ii) the 

restricted (single-predictor) model versus the unrestricted (multiple-predictor) 

model. The in-sample predictability is evaluated for the two alternative measures of 

inflation. Thereafter, we proceed to the main forecast evaluation which involves the 

out-of-sample forecast following the procedure previously highlighted.    

  

4.2.1 In -sample Forecast Performance Results  

(A) Demand-side vs Supply-side 

Here, we examine the in-sample inflation predictability of the traditional demand-

side predictors as against the supply-side. The evidence as reported in Table 5 for the 

single-factor equation reveals that the supply-side as the more accurate predictor of 

inflation. However, it is the output-gap variant of Phillips curve model that provides 

better forecasts of inflation amongst the demand-side predictors. Thus, the 

unemployment and output-gap variants of the demand-side jointly exhibits superior 

predictability evidence in 29% of the countries as against 71% for the supply-side, 

which is proxied by oil price.  

 
(B) Single-factor equation case vs. Multiple -factor equation case 

The rationale is to examine whether the in-sample forecast is likely to be more 

accurate if the traditional demand-side Phillips curve is augmented with supply-side 

indicator such as oil price. The empirical results as represented in Table 5 indicate 

that, augmenting the unemployment variant of the demand-side with oil price 

matters for the predictability of inflation in all the selected OECD countries. More so, 

the superior predictability of the multiple-factor model is also evident for the output-

gap variant where its augmented version outperforms its single case. Thus, the 
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unrestricted model in the context of this study outperforms the single-factor Phillips 

curve or the restricted model judging by the in-sample forecasts. 

 

(C) Headline inflation vs. Core inflation  

Finally in Table 5, we evaluate the in-sample forecast results from the view point of 

the alternative measures of inflation rate considered and the predictors seem more 

accurate, when core CPI is the measure for inflation. As shown in the single-factor 

equation, for example, the predictability of each of the predictors is relatively more 

accurate when core CPI is the proxy for inflation in the predictive regression model. 

This finding is quite instructive in the sense that some arguments in the literature for 

the co-movement between inflation and oil price are often linked to the use of 

headline inflation which already captures energy prices and thus, such relationship 

is not unexpected. Contrary to this view, we however establish on the basis of the 

comparative in-sample forecast performance that oil price is in fact a good predictor 

of non-food and non-energy inflation (core inflation). This relationship may be 

justified on the basis of marginal cost principle in which the production of a unit of 

output increases as a result of the increase in the input cost which is predominantly 

influenced by oil price.  Our result also lends credence to the observation of 

Bernanke (2015) in his critique of Taylor rule. He modified the Taylor rule by 

replacing the GDP deflator with the core inflation. He notes that the FOMC targets 

overall PCE inflation, but has typically viewed core PCE inflation (which excludes 

volatile food and energy prices) as a better measure of the medium-term inflation 

trend and thus as a better predictor of future inflation. 

 
Table 5: In -sample f orecast performance 

 
 
Country  

Single -Factor Case Multipl e-Factor Case 
ap  

cp  
ap  

cp  

tu  tg  tp  
tu  tg  tp  _t tu p  _t tg p  _t tu p  _t tg p  

Australia 0.0052 0.0057 0.0051 0.0046 0.0050 0.0049 0.0051 0.0050 0.0049 0.0048 

Belgium 0.0044 0.0045 0.0041 0.0033 0.0033 0.0034 0.0039 0.0039 0.0032 0.0033 

Canada 0.0058 0.0058 0.0053 0.0041 0.0039 0.0041 0.0052 0.0051 0.0040 0.0038 

Denmark 0.0043 0.0043 0.0039 0.0041 0.0041 0.0040 0.0039 0.0039 0.0040 0.0040 

Finland 0.0048 0.0049 0.0047 0.0047 0.0048 0.0046 0.0046 0.0047 0.0046 0.0046 

France 0.0034 0.0039 0.0034 0.0032 0.0032 0.0031 0.0032 0.0033 0.0031 0.0030 

Germany 0.0046 0.0046 0.0045 0.0041 0.0044 0.0045 0.0044 0.0044 0.0042 0.0044 
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Ireland 0.0071 0.0075 0.0070 0.0072 0.0077 0.0075 0.0066 0.0069 0.0071 0.0073 

Italy 0.0046 0.0046 0.0044 0.0043 0.0043 0.0043 0.0044 0.0044 0.0043 0.0042 

Japan 0.0054 0.0058 0.0057 0.0055 0.0059 0.0058 0.0052 0.0056 0.0054 0.0054 

Korea 0.0075 0.0082 0.0081 0.0059 0.0068 0.0065 0.0072 0.0079 0.0057 0.0064 

Luxembourg 0.0049 0.0050 0.0043 0.0044 0.0044 0.0045 0.0042 0.0043 0.0044 0.0045 

Mexico 0.0235 0.0235 0.0240 0.0229 0.0228 0.0232 0.0233 0.0230 0.0227 0.0224 

Netherlands 0.0049 0.0050 0.0046 0.0050 0.0050 0.0049 0.0046 0.0046 0.0049 0.0048 

New Zealand 0.0049 0.0049 0.0042 0.0045 0.0045 0.0042 0.0041 0.0040 0.0042 0.0042 

Norway 0.0060 0.0060 0.0060 0.0045 0.0046 0.0045 0.0060 0.0060 0.0044 0.0045 

Portugal 0.0085 0.0093 0.0092 0.0102 0.0115 0.0115 0.0083 0.0090 0.0101 0.0114 

Spain 0.0091 0.0092 0.0087 0.0120 0.0120 0.0120 0.0086 0.0086 0.0120 0.0120 

Sweden 0.0069 0.0078 0.0074 0.0091 0.0098 0.0096 0.0067 0.0073 0.0089 0.0095 

UK 0.0068 0.0069 0.0064 0.0072 0.0073 0.0059 0.0059 0.0061 0.0057 0.0057 

USA 0.0061 0.0061 0.0044 0.0025 0.0026 0.0026 0.0044 0.0044 0.0025 0.0025 

Note: The two proxies for inflation symbolized as 
a

tp  and
c

tp  denote the inflation rate computed from all 

items CPI (headline inflation) and Core CPI inflation. tu  and tg are the unemployment and output gap 

variants of Phillips curve, while _t tu p and  _t tg p  symbolize their respective augmentation with the 

supply-side factor ( tp ) in the multiple-factor model. 

 
 
Thus, there are three to four key findings from our in-sample forecast performance 

results, which can be highlighted as follows: 

(i) Given the number of countries under consideration, the supply-side Phillips 

curve rather than the traditional demand-side Phillips curve seems to be more 

accurate for predicting inflation. 

(ii) Augmenting the traditional demand-side Phillips curve particularly the output-

variant of it, with the supply-side such as oil price has the tendency of enhancing 

the forecast accuracy of the predictors. 

(iii) The superior predictability of the multiple-factor predictive model as against 

the single-factor is also robust to alternative measures of inflation and highly 

evident across the selected countries. 

(iv) Relative to the headline inflation, the core CPI inflation is more likely to be 

predicted by the augmented Phillips curve and this evidence is consistent for 

both the single-factor and multiple-factor equations.  
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4.2.2 Out -of -Sample Forecast Performance Results 

Stemming from the fact that the existence of in-sample is no sufficient condition to 

assume out-of-sample forecast gain, we now turn to the focal point of this study 

which is the out-of-sample forecast performance as stressed by Campbell and 

Thompson (2008). Using rolling window approach, we report results for forecast 

horizon (h) such that; (h = 1) is for one-quarter period ahead forecast, (h = 2) is the 

two-quarter period ahead forecast and (h = 3) is the three-quarter period ahead 

forecast. We then estimate the predictive regression model utilizing half of the 

sample (50%) to generate the first forecast and 75% for the second forecast. This is 

done for both predictive models (single and multiple).  

 
We further partitioned the multiple-factor equation case into the direct (restricted) 

and indirect (unrestricted) approaches. The direct is the main augmented Phillips 

curve model as in equations (9a), (9b) and (9c) while the indirect approach on the 

other hand, follows a simple forecast-combination method (see NB, 2015) where the 

forecast performance for the single-predictor models is averaged rather than 

predicting with a multiple-factor model. Consequently, we employ the Campbell-

Thompson test to determine the relative predictability of the restricted (single-

predictor and combined forecast) and the unrestricted (multi-factor) models. More 

so, we consider the accuracy of the forecast from the perspective of demand-side 

versus supply-side as well as from the view point of the alternative measures of 

inflation rate. 

 

(A) Demand-side vs. Supply-side 

We start with the forecast performance results generated using half (50%) of the total 

observations. The empirical results in Table 6A reveal oil price, which is a proxy for 

the supply-side as the more accurate for predicting inflation. Although, the viability 

of this evidence depends on which variant of the demand-side predictors is being 

considered. For instance, while the supply-side evidently outperformed the output-

gap variant of the demand-side, the result is however, otherwise, if the comparison 

is in relative to the unemployment variant of the demand-side. However, by 
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extending our sample usage to 75%, the performance of the supply-side improves 

and outperforms the demand-side predictors (see Table 6B).  This though may not be 

unconnected with the extension of our sample usage to 75%, which by implication 

enables us to capture some episodes of major oil price shocks including the global 

financial crisis. It also reaffirms the findings in the literature about oil price being an 

episodic predictor of inflation. 

 

(B) Headline inflation vs C ore inflation  

The motive here is to find out if out-of-sample forecast performance is sensitive to 

the alternative measures of inflation rate. Using half or 50% of the total observations, 

the empirical results as evidently demonstrated in Table 6A show that the forecast 

performance is likely to be more accurate, when the computation for inflation 

measure includes all-item (i.e. headline inflation). By extending the sample usage to 

75% of the total observation, the empirical results in Table 6B, however, reveals the 

predictability of inflation as relatively more accurate when computation for inflation 

is limited to the core items only.  
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Table 6A: Out -of -sample forecast performance with 50% of observations for the single -factor equation c ase 

 
 
 
Country  

a

tp  c

tp  

h = 1 h = 2 h = 3 h = 1 h = 2 h = 3 

tu  tg  tp  tu  tg  tp  tu  tg  tp  tu  tg  tp  tu  tg  tp  tu  tg  tp  

Australia 0.0062 0.0067 0.0064 0.0062 0.0066 0.0064 0.0061 0.0066 0.0063 0.0061 0.0065 0.0064 0.0060 0.0065 0.0064 0.0060 0.0064 0.0063 

Belgium 0.0039 0.0040 0.0039 0.0039 0.0040 0.0039 0.0038 0.0039 0.0038 0.0040 0.0041 0.0041 0.0040 0.0041 0.0041 0.0040 0.0040 0.0041 

Canada 0.0054 0.0054 0.0055 0.0053 0.0053 0.0055 0.0053 0.0053 0.0055 0.0047 0.0047 0.0050 0.0047 0.0046 0.0050 0.0047 0.0046 0.0049 

Denmark 0.0037 0.0037 0.0035 0.0037 0.0037 0.0035 0.0036 0.0037 0.0034 0.0040 0.0040 0.0039 0.0039 0.0039 0.0038 0.0039 0.0039 0.0038 

Finland 0.0045 0.0050 0.0049 0.0046 0.0050 0.0049 0.0046 0.0049 0.0049 0.0049 0.0050 0.0051 0.0048 0.0049 0.0050 0.0050 0.0050 0.0051 

France 0.0030 0.0032 0.0030 0.0030 0.0032 0.0030 0.0029 0.0031 0.0030 0.0028 0.0030 0.0029 0.0028 0.0030 0.0030 0.0028 0.0030 0.0029 

Germany 0.0048 0.0055 0.0056 0.0047 0.0055 0.0056 0.0047 0.0054 0.0055 0.0047 0.0055 0.0057 0.0046 0.0055 0.0057 0.0046 0.0055 0.0056 

Ireland 0.0053 0.0054 0.0055 0.0053 0.0053 0.0055 0.0053 0.0053 0.0055 0.0056 0.0057 0.0060 0.0056 0.0056 0.0060 0.0057 0.0056 0.0059 

Italy 0.0037 0.0040 0.0041 0.0037 0.0040 0.0041 0.0038 0.0040 0.0041 0.0035 0.0038 0.0039 0.0036 0.0038 0.0039 0.0036 0.0038 0.0039 

Japan 0.0056 0.0061 0.0061 0.0055 0.0061 0.0060 0.0055 0.0061 0.0060 0.0061 0.0067 0.0065 0.0061 0.0066 0.0064 0.0061 0.0067 0.0065 

Korea 0.0084 0.0084 0.0091 0.0083 0.0083 0.0090 0.0083 0.0083 0.0089 0.0066 0.0076 0.0075 0.0066 0.0075 0.0074 0.0066 0.0075 0.0074 

Luxembourg 0.0044 0.0046 0.0043 0.0044 0.0046 0.0042 0.0044 0.0046 0.0042 0.0042 0.0046 0.0046 0.0043 0.0046 0.0046 0.0043 0.0046 0.0046 

Mexico 0.0212 0.0222 0.0280 0.0213 0.0222 0.0279 0.0214 0.0221 0.0277 0.0211 0.0216 0.0266 0.0213 0.0217 0.0266 0.0215 0.0217 0.0265 

Netherlands 0.0032 0.0032 0.0031 0.0033 0.0033 0.0032 0.0034 0.0034 0.0033 0.0037 0.0037 0.0037 0.0037 0.0037 0.0036 0.0038 0.0037 0.0037 

New Zealand 0.0045 0.0044 0.0039 0.0045 0.0044 0.0039 0.0045 0.0044 0.0039 0.0050 0.0047 0.0046 0.0050 0.0047 0.0046 0.0050 0.0047 0.0045 

Norway 0.0064 0.0064 0.0063 0.0063 0.0063 0.0062 0.0063 0.0063 0.0062 0.0044 0.0043 0.0043 0.0043 0.0043 0.0042 0.0044 0.0044 0.0043 

Portugal 0.0083 0.0089 0.0087 0.0083 0.0088 0.0086 0.0083 0.0088 0.0086 0.0111 0.0114 0.0112 0.0110 0.0113 0.0111 0.0110 0.0114 0.0112 

Spain 0.0057 0.0056 0.0057 0.0057 0.0056 0.0056 0.0058 0.0057 0.0058 0.0068 0.0068 0.0067 0.0069 0.0068 0.0067 0.0072 0.0072 0.0070 

Sweden 0.0078 0.0092 0.0088 0.0078 0.0091 0.0087 0.0078 0.0091 0.0087 0.0108 0.0105 0.0102 0.0092 0.0104 0.0101 0.0096 0.0108 0.0104 

UK 0.0079 0.0085 0.0074 0.0078 0.0084 0.0073 0.0078 0.0084 0.0073 0.0092 0.0092 0.0071 0.0092 0.0091 0.0070 0.0090 0.0091 0.0070 

USA 0.0033 0.0031 0.0027 0.0033 0.0031 0.0028 0.0033 0.0031 0.0028 0.0024 0.0025 0.0026 0.0024 0.0026 0.0026 0.0024 0.0026 0.0026 

Note: The two proxies for inflation symbolized as 
a

tp  and
c

tp  denote the inflation rate computed from all items CPI (headline inflation) and Core 

CPI inflation. tu  and tg are the unemployment and output gap variants of the Phillips curve, while tp , a proxy for the supply-side factor, 

represents changes in the Brent crude oil price.  
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Table 6B: Out -of -sample forecast performance with 75% of observations for the single -factor equation c ase 

 
 
 
Country  

a

tp  
c

tp  

h = 1 h = 2 h = 3 h = 1 h = 2 h = 3 

tu  tg  tp  tu  tg  tp  tu  tg  tp  tu  tg  tp  tu  tg  tp  tu  tg  tp  

Australia 0.0060 0.0061 0.0056 0.0059 0.0060 0.0056 0.0059 0.0060 0.0056 0.0054 0.0055 0.0054 0.0054 0.0055 0.0054 0.0054 0.0055 0.0054 

Belgium 0.0046 0.0044 0.0042 0.0045 0.0044 0.0042 0.0045 0.0044 0.0042 0.0035 0.0036 0.0036 0.0035 0.0036 0.0036 0.0035 0.0036 0.0036 

Canada 0.0060 0.0060 0.0056 0.0060 0.0060 0.0055 0.0059 0.0059 0.0055 0.0044 0.0044 0.0044 0.0043 0.0043 0.0044 0.0043 0.0043 0.0044 

Denmark 0.0041 0.0041 0.0038 0.0040 0.0041 0.0038 0.0040 0.0040 0.0038 0.0054 0.0055 0.0054 0.0054 0.0055 0.0054 0.0054 0.0055 0.0054 

Finland 0.0050 0.0047 0.0050 0.0050 0.0048 0.0050 0.0050 0.0048 0.0051 0.0053 0.0051 0.0050 0.0053 0.0051 0.0051 0.0053 0.0051 0.0051 

France 0.0036 0.0037 0.0034 0.0037 0.0038 0.0035 0.0037 0.0037 0.0034 0.0030 0.0029 0.0028 0.0030 0.0029 0.0028 0.0031 0.0029 0.0028 

Germany 0.0050 0.0051 0.0050 0.0050 0.0051 0.0050 0.0050 0.0050 0.0050 0.0045 0.0049 0.0050 0.0045 0.0049 0.0050 0.0045 0.0049 0.0050 

Ireland 0.0067 0.0065 0.0073 0.0067 0.0065 0.0073 0.0067 0.0066 0.0072 0.0072 0.0068 0.0077 0.0071 0.0068 0.0077 0.0071 0.0069 0.0077 

Italy 0.0042 0.0040 0.0042 0.0042 0.0040 0.0042 0.0042 0.0041 0.0042 0.0038 0.0038 0.0039 0.0038 0.0038 0.0039 0.0038 0.0039 0.0039 

Japan 0.0052 0.0055 0.0056 0.0052 0.0056 0.0056 0.0052 0.0056 0.0056 0.0055 0.0060 0.0059 0.0055 0.0061 0.0059 0.0055 0.0060 0.0059 

Korea 0.0077 0.0081 0.0085 0.0076 0.0080 0.0084 0.0076 0.0080 0.0084 0.0061 0.0068 0.0068 0.0060 0.0068 0.0068 0.0060 0.0068 0.0068 

Luxembourg 0.0050 0.0049 0.0044 0.0050 0.0049 0.0044 0.0050 0.0048 0.0044 0.0044 0.0045 0.0045 0.0044 0.0045 0.0045 0.0044 0.0045 0.0045 

Mexico 0.0241 0.0231 0.0257 0.0243 0.0231 0.0257 0.0243 0.0230 0.0256 0.0237 0.0225 0.0249 0.0238 0.0225 0.0248 0.0239 0.0224 0.0247 

Netherlands 0.0043 0.0043 0.0041 0.0044 0.0043 0.0042 0.0044 0.0043 0.0042 0.0044 0.0044 0.0044 0.0046 0.0046 0.0045 0.0045 0.0045 0.0045 

New Zealand 0.0046 0.0047 0.0040 0.0046 0.0047 0.0040 0.0049 0.0050 0.0044 0.0045 0.0045 0.0043 0.0045 0.0045 0.0042 0.0048 0.0048 0.0046 

Norway 0.0063 0.0063 0.0063 0.0064 0.0064 0.0064 0.0064 0.0063 0.0064 0.0045 0.0045 0.0044 0.0045 0.0045 0.0044 0.0045 0.0045 0.0044 

Portugal 0.0081 0.0089 0.0090 0.0081 0.0089 0.0089 0.0081 0.0089 0.0089 0.0102 0.0112 0.0111 0.0101 0.0113 0.0111 0.0102 0.0112 0.0111 

Spain 0.0080 0.0078 0.0077 0.0080 0.0078 0.0077 0.0080 0.0078 0.0077 0.0104 0.0104 0.0104 0.0105 0.0104 0.0104 0.0104 0.0104 0.0104 

Sweden 0.0074 0.0082 0.0080 0.0073 0.0082 0.0080 0.0074 0.0082 0.0080 0.0097 0.0104 0.0103 0.0096 0.0103 0.0102 0.0096 0.0103 0.0102 

UK 0.0074 0.0076 0.0069 0.0073 0.0076 0.0069 0.0073 0.0076 0.0069 0.0080 0.0081 0.0064 0.0079 0.0081 0.0064 0.0079 0.0080 0.0063 

USA 0.0060 0.0057 0.0045 0.0060 0.0058 0.0045 0.0060 0.0058 0.0045 0.0027 0.0026 0.0027 0.0027 0.0027 0.0027 0.0027 0.0027 0.0027 

Note: The two proxies for inflation symbolized as 
a

tp  and
c

tp  denote the inflation rate computed from all items CPI (headline inflation) and Core 

CPI inflation. tu  and tg are the unemployment and output gap variants of the Phillips curve, while tp , a proxy for the supply-side factor, 

represents changes in the Brent crude oil price.  
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(C) Single-factor case (restricted) vs. Multiple -factor case (unrestricted) 

Having shown that the oil price-based supply-side is the more accurate predictor of 

inflation in a single-factor case (see Tables 6A & 6B), we now turn to the focal point of 

the paper, which centers on whether augmenting the demand-side predictors of 

inflation with a supply-side factor such as oil price matters for the forecasting accuracy 

of Phillips curve. Thus, we perform the out-of-sample forecast for the multiple-factor 

predictive regression model by augmenting each variant of the demand-side predictors, 

namely; unemployment rate and output gap with the supply-side predictor (oil price).  

The Campbell-Thompson test results are reported in Table 8A for 50% sample usage 

and Table 8B for the 75% sample usage. Starting with the former, the test results 

indicate that the unrestricted model produces more accurate forecasts of inflation in 

more than 80% of the OECD countries selected. The few exceptions in this case include 

Finland, Germany and Ireland. The preference for the unrestricted (multiple-factor) 

Phillips curve as against the restricted (single-factor) Phillips curve appears to be 

relatively more pronounced, when the sample usage is 75%.  

 

Table 7A : Out -of -sample forecast perfo rmance with 50% of observations ( multiple -factor equation case) 

Country  

a

tp  c

tp  

h = 1 h = 2 h = 3 h = 1 h = 2 h = 3 

_t tu p

 

_t tg p

 

_t tu p

 

_t tg p

 

_t tu p

 

_t tg p

 

_t tu p

 

_t tg p

 

_t tu p

 

_t tg p  _t tu p

 

_t tg p  

Australia 
0.006

3 
0.006

4 
0.006

2 
0.006

3 
0.006

2 
0.006

3 
0.006

3 
0.006

3 
0.006

3 
0.006

3 
0.006

2 
0.006

2 

Belgium 
0.003

7 
0.003

7 
0.003

7 
0.003

7 
0.003

6 
0.003

7 
0.003

9 
0.004

0 
0.003

9 
0.004

0 
0.003

9 
0.004

0 

Canada 
0.005

2 
0.005

2 
0.005

2 
0.005

2 
0.005

1 
0.005

2 
0.004

6 
0.004

6 
0.004

5 
0.004

5 
0.004

5 
0.004

5 

Denmark 
0.003

4 
0.003

5 
0.003

4 
0.003

5 
0.003

4 
0.003

5 
0.003

8 
0.003

9 
0.003

8 
0.003

8 
0.003

8 
0.003

8 

Finland 
0.004

6 
0.004

9 
0.004

6 
0.004

9 
0.004

6 
0.004

9 
0.004

7 
0.004

9 
0.004

7 
0.004

8 
0.004

9 
0.004

9 

France 
0.002

8 
0.003

0 
0.002

8 
0.003

0 
0.002

8 
0.003

0 
0.002

7 
0.002

9 
0.002

7 
0.002

9 
0.002

7 
0.002

9 

Germany 
0.004

7 
0.005

5 
0.004

6 
0.005

5 
0.004

6 
0.005

4 
0.004

6 
0.005

6 
0.004

6 
0.005

6 
0.004

6 
0.005

5 

Ireland 
0.005

2 
0.005

3 
0.005

2 
0.005

2 
0.005

3 
0.005

2 
0.005

6 
0.005

7 
0.005

6 
0.005

6 
0.005

7 
0.005

6 

Italy 0.003 0.004 0.003 0.004 0.003 0.004 0.003 0.003 0.003 0.003 0.003 0.003
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7 0 7 0 8 0 5 8 5 8 6 8 

Japan 
0.005

5 
0.005

8 
0.005

5 
0.005

8 
0.005

4 
0.005

8 
0.006

0 
0.006

2 
0.005

9 
0.006

2 
0.006

0 
0.006

3 

Korea 
0.008

0 
0.007

9 
0.007

9 
0.007

8 
0.007

9 
0.007

8 
0.006

2 
0.006

8 
0.006

2 
0.006

8 
0.006

1 
0.006

7 

Luxembou
rg 

0.003
9 

0.004
2 

0.004
0 

0.004
2 

0.003
9 

0.004
2 

0.004
1 

0.004
6 

0.004
3 

0.004
5 

0.004
2 

0.004
6 

Mexico 
0.020

8 
0.021

9 
0.020

9 
0.021

9 
0.021

1 
0.021

7 
0.020

7 
0.021

2 
0.020

9 
0.021

3 
0.021

2 
0.021

3 

Netherlan
ds 

0.003
0 

0.003
0 

0.003
1 

0.003
0 

0.003
2 

0.003
1 

0.003
6 

0.003
6 

0.003
6 

0.003
6 

0.003
7 

0.003
6 

New 
Zealand 

0.003
9 

0.003
9 

0.003
9 

0.003
9 

0.003
8 

0.003
8 

0.004
6 

0.004
4 

0.004
5 

0.004
4 

0.004
5 

0.004
4 

Norway 
0.006

3 
0.006

2 
0.006

2 
0.006

2 
0.006

2 
0.006

2 
0.004

3 
0.004

3 
0.004

2 
0.004

2 
0.004

2 
0.004

3 

Portugal 
0.007

9 
0.008

2 
0.007

9 
0.008

2 
0.007

8 
0.008

2 
0.010

5 
0.010

7 
0.010

4 
0.010

6 
0.010

4 
0.010

6 

Spain 
0.005

5 
0.005

6 
0.005

5 
0.005

5 
0.005

7 
0.005

7 
0.006

5 
0.006

5 
0.006

6 
0.006

6 
0.006

9 
0.006

9 

Sweden 
0.007

7 
0.008

8 
0.007

6 
0.008

7 
0.007

6 
0.008

7 
0.008

8 
0.010

1 
0.008

7 
0.010

0 
0.009

1 
0.010

3 

UK 
0.006

6 
0.007

3 
0.006

5 
0.007

2 
0.006

5 
0.007

2 
0.006

8 
0.006

8 
0.006

7 
0.006

7 
0.006

7 
0.006

8 

USA 
0.002

6 
0.002

6 
0.002

7 
0.002

7 
0.002

6 
0.002

7 
0.002

3 
0.002

5 
0.002

3 
0.002

5 
0.002

3 
0.002

5 

Note: The two proxies for inflation symbolized as 
a

tp  and
c

tp  denote the inflation rate computed from all 

items CPI (headline inflation) and Core CPI inflation. tu  and tg are the unemployment and output gap 

variants of the Phillips curve, while tp , a proxy for the supply-side factor, represents changes in the 

Brent crude oil price. The forecast horizon is defined as h = 1, h = 2, and h = 3 which imply one-, two- and 
three-quarter period ahead forecast respectively. 

 

 
Table 7B: Out -of -sample forecast perfo rmance with 75% observations ( multiple -factor equation case) 

Country  

a

tp  c

tp  

h = 1 h = 2 h = 3 h = 1 h = 2 h = 3 

_t tu p

 

_t tg p

 

_t tu p

 

_t tg p

 

_t tu p

 

_t tg p

 

_t tu p

 

_t tg p

 

_t tu p

 

_t tg p  _t tu p

 

_t tg p  

Australia 
0.005

5 
0.005

6 
0.005

5 
0.005

5 
0.005

5 
0.005

5 
0.005

3 
0.005

3 
0.005

3 
0.005

3 
0.005

4 
0.005

3 

Belgium 
0.004

1 
0.004

0 
0.004

1 
0.003

9 
0.004

0 
0.003

9 
0.003

5 
0.003

6 
0.003

5 
0.003

6 
0.003

4 
0.003

5 

Canada 
0.005

4 
0.005

5 
0.005

4 
0.005

5 
0.005

4 
0.005

4 
0.004

2 
0.004

2 
0.004

2 
0.004

2 
0.004

1 
0.004

1 

Denmark 
0.003

7 
0.003

7 
0.003

7 
0.003

7 
0.003

7 
0.003

7 
0.004

0 
0.004

0 
0.004

0 
0.004

0 
0.004

0 
0.004

0 

Finland 
0.005

0 
0.004

7 
0.005

0 
0.004

7 
0.005

0 
0.004

8 
0.005

1 
0.004

9 
0.005

1 
0.005

0 
0.005

1 
0.004

9 

France 0.003 0.003 0.003 0.003 0.003 0.003 0.002 0.002 0.002 0.002 0.002 0.002
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3 5 4 5 4 5 9 8 9 8 9 8 

Germany 
0.005

1 
0.005

1 
0.005

1 
0.005

0 
0.005

1 
0.005

0 
0.004

7 
0.005

0 
0.004

7 
0.005

0 
0.004

7 
0.005

0 

Ireland 
0.006

6 
0.006

1 
0.006

5 
0.006

1 
0.006

5 
0.006

2 
0.007

1 
0.006

6 
0.007

0 
0.006

5 
0.007

0 
0.006

7 

Italy 
0.004

1 
0.003

9 
0.004

1 
0.003

9 
0.004

1 
0.004

0 
0.003

7 
0.003

8 
0.003

7 
0.003

8 
0.003

8 
0.003

8 

Japan 
0.005

0 
0.005

3 
0.005

0 
0.005

4 
0.005

0 
0.005

3 
0.005

4 
0.005

8 
0.005

4 
0.005

8 
0.005

4 
0.005

8 

Korea 
0.007

5 
0.007

8 
0.007

4 
0.007

7 
0.007

4 
0.007

7 
0.005

7 
0.006

3 
0.005

7 
0.006

3 
0.005

7 
0.006

3 

Luxembou
rg 

0.004
3 

0.004
3 

0.004
3 

0.004
3 

0.004
3 

0.004
3 

0.004
4 

0.004
5 

0.004
4 

0.004
5 

0.004
4 

0.004
5 

Mexico 
0.023

8 
0.022

5 
0.024

1 
0.022

5 
0.024

1 
0.022

4 
0.023

4 
0.022

0 
0.023

6 
0.022

0 
0.023

7 
0.021

9 

Netherlan
ds 

0.004
1 

0.003
9 

0.004
1 

0.004
0 

0.004
1 

0.003
9 

0.004
4 

0.004
4 

0.004
5 

0.004
5 

0.004
5 

0.004
5 

New 
Zealand 

0.003
9 

0.004
0 

0.003
9 

0.004
0 

0.004
3 

0.004
3 

0.004
2 

0.004
2 

0.004
2 

0.004
2 

0.004
5 

0.004
5 

Norway 
0.006

2 
0.006

2 
0.006

4 
0.006

3 
0.006

4 
0.006

3 
0.004

4 
0.004

4 
0.004

4 
0.004

4 
0.004

4 
0.004

4 

Portugal 
0.007

9 
0.008

6 
0.007

9 
0.008

6 
0.007

9 
0.008

6 
0.009

9 
0.010

8 
0.009

8 
0.010

9 
0.009

9 
0.010

8 

Spain 
0.007

7 
0.007

5 
0.007

7 
0.007

5 
0.007

7 
0.007

5 
0.010

3 
0.010

2 
0.010

3 
0.010

3 
0.010

3 
0.010

3 

Sweden 
0.007

2 
0.007

9 
0.007

2 
0.007

9 
0.007

3 
0.007

8 
0.009

4 
0.010

1 
0.009

3 
0.010

0 
0.009

3 
0.010

0 

UK 
0.006

5 
0.006

9 
0.006

4 
0.006

8 
0.006

4 
0.006

8 
0.006

1 
0.006

3 
0.006

1 
0.006

3 
0.006

0 
0.006

3 

USA 
0.004

5 
0.004

4 
0.004

4 
0.004

4 
0.004

4 
0.004

5 
0.002

6 
0.002

6 
0.002

7 
0.002

6 
0.002

7 
0.002

6 

Note: The two proxies for inflation symbolized as 
a

tp  and
c

tp  denote the inflation rate computed from all items CPI 

(headline inflation) and Core CPI inflation. _t tu p  and  _t tg p  symbolizes augmentation of the respective demand-side 

predictors, namely, tu and tg with the supply-side proctor ( tp ); while  h = 1, h = 2, and h = 3 implies one, two and three 

forecast period ahead respectively. 
 

 

 

Table 8A: Campbell -Thompson  test results for 50% of observation s (single-factor  vs. multiple -factor case) 

Country 

a

tp  c

tp  

h = 1 h = 2 h = 3 h = 1 h = 2 h = 3 

tu  tg  tu  tg  tu  tg  tu  tg  tu  tg  tu  tg  

Australia 0.053 0.046 0.053 0.046 0.053 0.045 0.034 0.030 0.035 0.030 0.035 0.030 

Belgium 0.057 0.060 0.052 0.058 0.052 0.058 0.023 0.018 0.025 0.020 0.025 0.019 

Canada 0.031 0.022 0.031 0.020 0.031 0.020 0.028 0.017 0.029 0.018 0.029 0.017 
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Denmark 0.065 0.061 0.065 0.060 0.064 0.060 0.026 0.025 0.027 0.026 0.027 0.026 

Finland -0.004 0.012 -0.002 0.012 -0.002 0.012 0.024 0.025 0.024 0.025 0.026 0.026 

France 0.053 0.048 0.050 0.047 0.051 0.047 0.030 0.030 0.024 0.027 0.025 0.027 

Germany 0.020 -0.006 0.021 -0.005 0.019 -0.005 0.011 -0.007 0.011 -0.006 0.009 -0.006 

Ireland 0.009 0.019 0.008 0.019 0.005 0.017 0.000 0.003 0.000 0.004 -0.003 0.002 

Italy 0.003 0.006 0.003 0.006 0.003 0.006 0.003 0.005 0.005 0.006 0.007 0.007 

Japan 0.010 0.043 0.010 0.045 0.010 0.045 0.025 0.065 0.025 0.066 0.024 0.064 

Korea 0.044 0.062 0.044 0.062 0.043 0.061 0.070 0.097 0.071 0.098 0.071 0.098 

Luxembourg 0.109 0.083 0.106 0.085 0.107 0.082 0.013 0.005 0.012 0.006 0.012 0.006 

Mexico 0.019 0.018 0.017 0.017 0.016 0.017 0.019 0.018 0.017 0.017 0.016 0.017 

Netherlands 0.051 0.069 0.051 0.075 0.045 0.073 0.016 0.026 0.017 0.028 0.014 0.028 

New Zealand 0.140 0.123 0.140 0.122 0.139 0.123 0.089 0.071 0.088 0.070 0.087 0.070 

Norway 0.016 0.019 0.017 0.019 0.015 0.016 0.023 0.019 0.024 0.020 0.025 0.020 

Portugal 0.049 0.068 0.049 0.069 0.052 0.071 0.058 0.064 0.058 0.064 0.061 0.067 

Spain 0.029 0.012 0.030 0.013 0.024 0.007 0.045 0.043 0.044 0.042 0.043 0.040 

Sweden 0.017 0.042 0.017 0.042 0.018 0.042 0.049 0.041 0.050 0.042 0.051 0.042 

UK 0.169 0.143 0.167 0.143 0.166 0.143 0.261 0.259 0.261 0.260 0.259 0.258 

USA 0.239 0.132 0.223 0.121 0.224 0.122 0.050 0.026 0.049 0.027 0.049 0.028 
Note that the Campbell-Thompson test result here is relating the out-of-sample forecast performance of the variant 

single-factor demand-side predictors as against their respective augmented versions; while h = 1, h = 2, and h = 3 

implies one, two and three forecast period ahead respectively. 

 

 

Table 8B: Campbell -Thompson  test results for 75% of observation s (single-factor vs. multiple -factor case) 

Country 

a

tp  c

tp  

h = 1 h = 2 h = 3 h = 1 h = 2 h = 3 

tu  tg  tu  tg  tu  tg  tu  tg  tu  tg  tu  tg  

Australia 0.088 0.082 0.088 0.082 0.087 0.081 0.052 0.042 0.051 0.042 0.049 0.039 

Belgium 0.019 0.014 0.019 0.014 0.019 0.014 0.019 0.014 0.019 0.014 0.019 0.014 

Canada 0.095 0.084 0.095 0.083 0.095 0.083 0.044 0.040 0.044 0.040 0.042 0.038 

Denmark 0.076 0.077 0.076 0.078 0.076 0.076 0.028 0.029 0.029 0.030 0.029 0.029 

Finland 0.012 0.015 0.013 0.015 0.011 0.015 0.044 0.035 0.042 0.034 0.039 0.033 

France 0.117 0.087 0.115 0.088 0.113 0.087 0.035 0.032 0.036 0.032 0.032 0.031 

Germany 0.028 0.030 0.028 0.031 0.026 0.030 -0.002 -0.006 -0.003 -0.006 -0.003 -0.006 

Ireland 0.029 0.055 0.029 0.055 0.031 0.053 0.016 0.033 0.016 0.033 0.017 0.033 

Italy 0.026 0.025 0.027 0.026 0.026 0.024 0.011 0.012 0.011 0.012 0.011 0.010 

Japan 0.035 0.045 0.035 0.049 0.035 0.048 0.020 0.041 0.021 0.043 0.021 0.042 

Korea 0.028 0.039 0.028 0.039 0.028 0.038 0.052 0.072 0.052 0.071 0.052 0.070 

Luxembourg 0.139 0.115 0.139 0.116 0.139 0.116 -0.003 -0.003 -0.003 -0.003 -0.003 -0.003 

Mexico 0.010 0.025 0.009 0.025 0.009 0.026 0.009 0.023 0.008 0.023 0.008 0.023 

Netherlands 0.061 0.088 0.060 0.089 0.059 0.087 0.012 0.014 0.012 0.016 0.012 0.015 

New Zealand 0.157 0.150 0.151 0.146 0.134 0.144 0.071 0.059 0.070 0.059 0.059 0.056 

Norway 0.008 0.010 0.008 0.011 0.008 0.011 0.024 0.021 0.021 0.020 0.024 0.021 

Portugal 0.025 0.042 0.025 0.041 0.024 0.040 0.029 0.038 0.029 0.036 0.026 0.036 

Spain 0.036 0.036 0.035 0.037 0.036 0.037 0.011 0.010 0.010 0.010 0.009 0.009 

Sweden 0.019 0.042 0.019 0.042 0.017 0.041 0.029 0.031 0.029 0.031 0.027 0.031 

UK 0.120 0.097 0.121 0.098 0.121 0.099 0.232 0.219 0.232 0.219 0.232 0.219 

USA 0.257 0.230 0.258 0.231 0.254 0.226 0.021 0.024 0.021 0.025 0.020 0.024 
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Note that the Campbell-Thompson test result here is relating the out-of-sample forecast performance of the variant 

single-factor demand-side predictor as against their respective augmented versions; while h = 1, h = 2, and h = 3 

implies one, two and three forecast period ahead respectively. 

 

 

(D) Multiple -factor case (unrestric ted) vs forecast-combination ( restricted)  

To further strengthen our position on the viability of augmenting the traditional Phillips 

curve with supply-side factor, we also evaluate the validity of our proposed two-

variable predictive regression model in relation to the NB (2015) forecast-combination 

approach. The out-of-sample forecast results generated from the combined forecast are 

reported in Tables 9A and 9B for 50% and 75%. On the basis of the Campbell-Thompson 

test results in Tables 10A & 10B, we find evidence in favour of the multiple-factor 

approach for predicting inflation as against the combined forecast approach. The 

validity of this evidence seems consistent across all the 21 OECD countries selected and 

robust to multiple forecast periods (50% and 75%). 

 

 
Table 9A: Combined forecast results for 50% of observations  

Country  

a

tp  c

tp  

h = 1 h = 2 h = 3 h = 1 h = 2 h = 3 

:t tu p

 

:t tg p

 

:t tu p

 

:t tg p

 

:t tu p

 

:t tg p

 

:t tu p

 

:t tg p

 

:t tu p

 

:t tg p

 

:t tu p

 

:t tg p

 

Australia 0.007 0.007 0.006 0.006 0.006 0.006 0.006 0.006 0.006 0.006 0.006 0.006 

Belgium 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 

Canada 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 

Denmark 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 

Finland 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 

France 0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.003 

Germany 0.005 0.006 0.005 0.006 0.005 0.005 0.005 0.006 0.005 0.006 0.005 0.006 

Ireland 0.005 0.005 0.005 0.005 0.005 0.005 0.006 0.006 0.006 0.006 0.006 0.006 

Italy 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 

Japan 0.006 0.006 0.006 0.006 0.006 0.006 0.006 0.007 0.006 0.007 0.006 0.007 

Korea 0.009 0.009 0.009 0.009 0.009 0.009 0.007 0.008 0.007 0.007 0.007 0.007 

Luxembo
urg 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.005 0.004 0.005 0.004 0.005 

Mexico 0.025 0.025 0.025 0.025 0.025 0.025 0.024 0.024 0.024 0.024 0.024 0.024 

Netherlan
ds 0.003 0.003 0.003 0.003 0.003 0.003 0.004 0.004 0.004 0.004 0.004 0.004 

New 
Zealand 0.004 0.004 0.004 0.004 0.004 0.004 0.005 0.005 0.005 0.005 0.005 0.005 

Norway 0.006 0.006 0.006 0.006 0.006 0.006 0.004 0.004 0.004 0.004 0.004 0.004 
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Portugal 0.009 0.009 0.008 0.009 0.008 0.009 0.011 0.011 0.011 0.011 0.011 0.011 

Spain 0.006 0.006 0.006 0.006 0.006 0.006 0.007 0.007 0.007 0.007 0.007 0.007 

Sweden 0.008 0.009 0.008 0.009 0.008 0.009 0.010 0.010 0.010 0.010 0.010 0.011 

UK 0.008 0.008 0.008 0.008 0.008 0.008 0.008 0.008 0.008 0.008 0.008 0.008 

USA 0.003 0.003 0.003 0.003 0.003 0.003 0.002 0.003 0.003 0.003 0.003 0.003 
Note: This table reports the out-of-sample forecast performance results employing a simple forecast combination 

method; while  h = 1, h = 2, and h = 3 imply one-, two- and three-quarter forecast period ahead respectively. 

 

Table 9B: Combined forecast results for 75% of observations 

Country  

a

tp  c

tp  

h = 1 h = 2 h = 3 h = 1 h = 2 h = 3 

:t tu p

 

:t tg p

 

:t tu p

 

:t tg p

 

:t tu p

 

:t tg p

 

:t tu p

 

:t tg p

 

:t tu p

 

:t tg p

 

:t tu p

 

:t tg p

 

Australia 0.006 0.006 0.006 0.006 0.006 0.006 0.006 0.005 0.005 0.005 0.006 0.005 

Belgium 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 

Canada 0.006 0.006 0.006 0.006 0.006 0.006 0.004 0.004 0.004 0.004 0.004 0.004 

Denmark 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 

Finland 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 

France 0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.003 

Germany 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 

Ireland 0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.007 

Italy 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 

Japan 0.005 0.006 0.005 0.006 0.005 0.006 0.006 0.006 0.006 0.006 0.006 0.006 

Korea 0.008 0.008 0.008 0.008 0.008 0.008 0.006 0.007 0.006 0.007 0.006 0.007 

Luxembo
urg 0.005 0.005 0.005 0.005 0.005 0.005 0.004 0.005 0.004 0.005 0.004 0.004 

Mexico 0.025 0.024 0.025 0.024 0.025 0.024 0.024 0.024 0.024 0.024 0.024 0.024 

Netherlan
ds 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.005 0.005 0.005 0.005 

New 
Zealand 0.004 0.004 0.004 0.004 0.005 0.005 0.004 0.004 0.004 0.004 0.005 0.005 

Norway 0.006 0.006 0.006 0.006 0.006 0.006 0.004 0.004 0.004 0.004 0.004 0.004 

Portugal 0.009 0.009 0.009 0.009 0.009 0.009 0.011 0.011 0.011 0.011 0.011 0.011 

Spain 0.008 0.008 0.008 0.008 0.008 0.008 0.010 0.010 0.010 0.010 0.010 0.010 

Sweden 0.008 0.008 0.008 0.008 0.008 0.008 0.010 0.010 0.010 0.010 0.010 0.010 

UK 0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.007 

USA 0.005 0.005 0.005 0.005 0.005 0.005 0.003 0.003 0.003 0.003 0.003 0.003 
Note: This table reports the out-of-sample forecast performance results employing a simple forecast combination 

method; while h = 1, h = 2, and h = 3 imply one-, two- and three-quarter forecast period ahead respectively. 

 

Table 10A: Campbell-Thompson test results for 50% of observations (multiple-factor case vs. combined forecast) 

Country  

a

tp  c

tp  

h = 1 h = 2 h = 3 h = 1 h = 2 h = 3 
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Australia 0.037 0.027 0.036 0.027 0.036 0.027 0.028 0.022 0.026 0.022 0.025 0.022 

Belgium 0.056 0.049 0.051 0.048 0.051 0.047 0.039 0.024 0.039 0.024 0.039 0.023 

Canada 0.045 0.037 0.046 0.037 0.046 0.037 0.059 0.052 0.058 0.052 0.059 0.051 
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Denmark 0.039 0.028 0.039 0.025 0.039 0.025 0.015 0.010 0.015 0.010 0.015 0.010 

Finland 0.039 0.008 0.037 0.008 0.035 0.008 0.044 0.032 0.043 0.032 0.039 0.033 

France 0.061 0.028 0.060 0.026 0.061 0.026 0.048 0.021 0.047 0.016 0.047 0.016 

Germany 0.095 0.004 0.098 0.005 0.094 0.005 0.109 0.006 0.112 0.007 0.108 0.007 

Ireland 0.035 0.034 0.030 0.035 0.022 0.033 0.035 0.034 0.032 0.034 0.022 0.031 

Italy 0.057 0.016 0.049 0.017 0.041 0.017 0.055 0.016 0.047 0.017 0.038 0.018 

Japan 0.052 0.038 0.053 0.039 0.053 0.038 0.050 0.049 0.051 0.050 0.052 0.047 

Korea 0.081 0.096 0.081 0.096 0.079 0.096 0.125 0.091 0.124 0.093 0.124 0.093 

Luxembo
urg 0.097 0.049 0.086 0.050 0.089 0.047 0.057 0.006 0.042 0.006 0.047 0.005 

Mexico 0.154 0.130 0.149 0.127 0.143 0.128 0.133 0.122 0.126 0.117 0.118 0.117 

Netherlan
ds 0.045 0.056 0.042 0.064 0.036 0.064 0.012 0.022 0.011 0.023 0.007 0.026 

New 
Zealand 0.082 0.072 0.082 0.071 0.080 0.071 0.049 0.054 0.049 0.053 0.047 0.052 

Norway 0.009 0.012 0.009 0.012 0.008 0.009 0.012 0.010 0.012 0.011 0.013 0.007 

Portugal 0.069 0.060 0.069 0.060 0.073 0.063 0.062 0.056 0.063 0.056 0.068 0.059 

Spain 0.028 0.016 0.027 0.016 0.026 0.014 0.033 0.031 0.031 0.029 0.031 0.027 

Sweden 0.073 0.021 0.073 0.021 0.073 0.021 0.093 0.025 0.093 0.025 0.089 0.024 

UK 0.141 0.083 0.139 0.083 0.141 0.083 0.167 0.164 0.167 0.164 0.168 0.162 

USA 0.135 0.081 0.127 0.075 0.127 0.075 0.074 0.039 0.075 0.041 0.075 0.040 
Note that the Campbell-Thompson test result here relates to the forecast performance of the multiple-predictor case 

as compared to the combined forecast approach using 50% of observations.  
 
 

Table 10B: Campbell-Thompson test results for 75% of observations (multiple-factor case vs. combined forecast) 

Country 

a
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h = 1 h = 2 h = 3 h = 1 h = 2 h = 3 
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Australia 0.053 0.046 0.053 0.046 0.052 0.046 0.032 0.030 0.032 0.030 0.030 0.029 

Belgium 0.071 0.086 0.071 0.086 0.071 0.085 0.032 0.015 0.032 0.015 0.033 0.015 

Canada 0.060 0.048 0.060 0.048 0.060 0.048 0.051 0.047 0.050 0.047 0.048 0.046 

Denmark 0.049 0.052 0.050 0.051 0.050 0.049 0.015 0.015 0.015 0.015 0.015 0.015 

Finland 0.024 0.041 0.023 0.042 0.023 0.044 0.033 0.045 0.031 0.045 0.029 0.047 

France 0.089 0.059 0.087 0.059 0.085 0.058 0.032 0.021 0.031 0.021 0.030 0.021 

Germany 0.052 0.030 0.050 0.030 0.048 0.030 0.065 0.003 0.065 0.003 0.062 0.003 

Ireland 0.068 0.112 0.068 0.110 0.069 0.101 0.052 0.096 0.051 0.094 0.053 0.085 

Italy 0.024 0.046 0.025 0.045 0.024 0.039 0.026 0.022 0.027 0.022 0.026 0.017 

Japan 0.068 0.050 0.071 0.047 0.069 0.046 0.056 0.032 0.058 0.031 0.057 0.031 

Korea 0.075 0.061 0.075 0.061 0.075 0.060 0.107 0.071 0.107 0.069 0.107 0.067 

Luxembo
urg 0.083 0.070 0.083 0.070 0.083 0.070 0.011 0.000 0.010 0.000 0.010 0.000 

Mexico 0.044 0.079 0.038 0.078 0.034 0.078 0.034 0.071 0.029 0.071 0.025 0.071 

Netherlan
ds 0.036 0.068 0.035 0.071 0.034 0.069 0.009 0.009 0.009 0.011 0.009 0.011 

New 
Zealand 0.101 0.086 0.097 0.085 0.085 0.086 0.042 0.035 0.042 0.036 0.035 0.034 

Norway 0.005 0.010 0.005 0.014 0.005 0.013 0.014 0.013 0.015 0.014 0.015 0.014 

Portugal 0.071 0.043 0.069 0.040 0.063 0.037 0.072 0.033 0.074 0.030 0.067 0.029 
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Spain 0.021 0.030 0.020 0.030 0.021 0.031 0.010 0.009 0.008 0.009 0.008 0.009 

Sweden 0.060 0.031 0.061 0.030 0.055 0.032 0.059 0.024 0.059 0.024 0.055 0.025 

UK 0.095 0.055 0.095 0.056 0.096 0.056 0.148 0.127 0.148 0.127 0.149 0.127 

USA 0.149 0.134 0.151 0.134 0.149 0.130 0.013 0.028 0.015 0.028 0.015 0.026 
Note that the Campbell-Thompson test result here relates to the out-of-sample forecast performance of the multiple-

predictor case as compared to the combined forecast approach using 75% of observations.  

 

 

(E) Auto regressive [AR(1)] process vs. Multiple -factor case 
 

Given the assertions of superior predictability of autoregressive predictive model in the 

literature, we further allow inflation to follow a first order autoregressive process and 

its forecast performance is compared with the augmented Phillips curve model. The 

results of the out-of-sample forecast are presented in Table 11 while the Campbell-

Thompson test results are reported in Tables 12A & 12B. Contrary to the findings in the 

literature, the augmented Phillips curve also outperforms the autoregressive model 

irrespective of the sample usage and the measure of inflation used. At both 50% and 

75% of the total observations, the augmented version consistently produces lower rmse 

values relative to those of AR(1). Thus, an augmented Phillips curve model that utilizes 

the inherent statistical behavior of the predictors in the forecast model may outperform 

the autoregressive models.  

 
Table 11: AR(1) Forecast Performance Results 

 
 

Country  

AR(1) using 50% of the observation  AR(1) using 75% of the observation  
ap  cp  ap  cp  

1h=  2h=  3h=  1h=  2h=  3h=  1h=  2h=  3h=  1h=  2h=  3h=  
Australia 0.0069 0.0068 0.0068 0.0067 0.0067 0.0066 0.0062 0.0062 0.0062 0.0057 0.0057 0.0057 

Belgium 0.0041 0.0041 0.0040 0.0043 0.0043 0.0042 0.0047 0.0047 0.0046 0.0037 0.0037 0.0037 

Canada 0.0057 0.0057 0.0056 0.0051 0.0051 0.0051 0.0060 0.0060 0.0060 0.0045 0.0045 0.0045 

Denmark 0.0037 0.0037 0.0037 0.0038 0.0038 0.0037 0.0042 0.0042 0.0041 0.0040 0.0040 0.0040 

Finland 0.0049 0.0049 0.0049 0.0051 0.0051 0.0052 0.0049 0.0050 0.0050 0.0051 0.0051 0.0051 

France 0.0032 0.0031 0.0031 0.0028 0.0029 0.0028 0.0037 0.0037 0.0037 0.0028 0.0028 0.0028 

Germany 0.0056 0.0056 0.0056 0.0057 0.0057 0.0056 0.0050 0.0050 0.0050 0.0049 0.0049 0.0049 

Ireland 0.0057 0.0056 0.0056 0.0061 0.0060 0.0060 0.0079 0.0078 0.0078 0.0081 0.0081 0.0081 

Italy 0.0038 0.0038 0.0038 0.0035 0.0035 0.0035 0.0040 0.0040 0.0040 0.0035 0.0035 0.0035 

Japan 0.0061 0.0060 0.0060 0.0065 0.0065 0.0065 0.0057 0.0056 0.0056 0.0060 0.0059 0.0058 

Korea 0.0094 0.0093 0.0093 0.0079 0.0079 0.0078 0.0085 0.0084 0.0084 0.0070 0.0070 0.0070 

Luxembourg 0.0047 0.0047 0.0047 0.0047 0.0046 0.0046 0.0051 0.0051 0.0050 0.0046 0.0045 0.0045 

Mexico 0.0278 0.0276 0.0275 0.0263 0.0262 0.0262 0.0253 0.0253 0.0251 0.0241 0.0241 0.0240 

Netherlands 0.0033 0.0034 0.0034 0.0037 0.0037 0.0037 0.0044 0.0044 0.0044 0.0044 0.0046 0.0045 

New Zealand 0.0042 0.0041 0.0041 0.0047 0.0047 0.0047 0.0045 0.0045 0.0049 0.0044 0.0044 0.0047 

Norway 0.0064 0.0063 0.0063 0.0042 0.0042 0.0042 0.0063 0.0064 0.0064 0.0044 0.0045 0.0044 
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Portugal 0.0082 0.0081 0.0082 0.0113 0.0112 0.0113 0.0086 0.0086 0.0086 0.0111 0.0111 0.0110 

Spain 0.0058 0.0058 0.0060 0.0069 0.0069 0.0073 0.0081 0.0081 0.0081 0.0106 0.0106 0.0106 

Sweden 0.0086 0.0085 0.0085 0.0105 0.0104 0.0107 0.0080 0.0079 0.0079 0.0105 0.0104 0.0104 

UK 0.0080 0.0079 0.0079 0.0074 0.0073 0.0073 0.0073 0.0072 0.0072 0.0067 0.0066 0.0066 

USA 0.0032 0.0032 0.0032 0.0023 0.0023 0.0023 0.0061 0.0061 0.0061 0.0025 0.0025 0.0025 

Note that  AR(1) is the first order autoregressive process, while h = 1, h = 2, and h = 3 imply one-, two- and three-quarter   
forecast period ahead respectively.
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Table 12A: Campbell -Thompson test results for 50%  of  observation s (multiple -factor case vs. AR(1)) 

Country  

a

tp  c

tp  

h = 1 h = 2 h = 3 h = 1 h = 2 h = 3 

AR : _u p AR : _g p AR : _u p AR : _g p  AR : _u p AR : _g p  AR : _u p AR : _g p  AR : _u p AR : _g p  AR : _u p AR : _g p  

Australia 0.088 0.075 0.084 0.075 0.086 0.076 0.065 0.057 0.061 0.057 0.057 0.056 

Belgium 0.105 0.088 0.099 0.086 0.099 0.085 0.086 0.062 0.086 0.063 0.086 0.060 

Canada 0.092 0.084 0.092 0.084 0.092 0.084 0.112 0.109 0.110 0.109 0.111 0.108 

Denmark 0.084 0.065 0.084 0.062 0.084 0.062 -0.013 -0.021 -0.014 -0.021 -0.014 -0.022 

Finland 0.071 -0.003 0.067 -0.003 0.061 -0.003 0.076 0.053 0.075 0.054 0.066 0.056 

France 0.103 0.043 0.104 0.041 0.105 0.041 0.038 -0.018 0.043 -0.022 0.041 -0.022 

Germany 0.167 0.024 0.174 0.026 0.168 0.026 0.194 0.025 0.200 0.026 0.194 0.026 

Ireland 0.079 0.069 0.069 0.071 0.056 0.067 0.078 0.072 0.073 0.073 0.055 0.068 

Italy 0.039 -0.047 0.024 -0.046 0.007 -0.046 0.001 -0.084 -0.015 -0.079 -0.035 -0.079 

Japan 0.091 0.034 0.092 0.034 0.094 0.032 0.084 0.043 0.086 0.045 0.090 0.041 

Korea 0.149 0.161 0.148 0.161 0.145 0.160 0.222 0.138 0.221 0.142 0.221 0.142 

Luxembourg 0.167 0.102 0.151 0.104 0.154 0.098 0.108 0.021 0.082 0.021 0.091 0.018 

Mexico 0.252 0.214 0.244 0.209 0.233 0.209 0.214 0.195 0.203 0.187 0.190 0.187 

Netherlands 0.083 0.086 0.078 0.097 0.068 0.094 0.019 0.028 0.017 0.030 0.010 0.032 

New Zealand 0.064 0.064 0.067 0.065 0.063 0.062 0.036 0.067 0.039 0.067 0.034 0.063 

Norway 0.016 0.020 0.016 0.020 0.015 0.015 -0.006 -0.005 -0.005 -0.004 -0.002 -0.011 

Portugal 0.033 -0.005 0.034 -0.004 0.042 0.001 0.071 0.052 0.071 0.052 0.080 0.058 

Spain 0.053 0.047 0.052 0.048 0.049 0.043 0.056 0.054 0.052 0.052 0.055 0.049 

Sweden 0.101 -0.026 0.100 -0.026 0.099 -0.026 0.157 0.036 0.157 0.035 0.149 0.035 

UK 0.180 0.092 0.178 0.091 0.181 0.089 0.084 0.079 0.083 0.079 0.087 0.075 

USA 0.187 0.166 0.174 0.150 0.175 0.152 -0.016 -0.083 -0.010 -0.076 -0.010 -0.079 

Note that the Campbell-Thompson test result here is for the out-of-sample forecast performance of the multiple-predictor case relative to the 

AR(1) model. 
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Table 12B: Campbell -Thompson test results f or 75% of observations (multiple -factor case vs. AR(1)) 

Country  

a

tp  c

tp  

h = 1 h = 2 h = 3 h = 1 h = 2 h = 3 

AR : _u p AR : _g p AR : _u p AR : _g p  AR : _u p AR : _g p  AR : _u p AR : _g p  AR : _u p AR : _g p  AR : _u p AR : _g p  

Australia 0.114 0.107 0.114 0.107 0.112 0.106 0.063 0.070 0.064 0.069 0.059 0.067 
Belgium 0.129 0.155 0.129 0.154 0.129 0.153 0.065 0.037 0.065 0.037 0.067 0.037 
Canada 0.101 0.088 0.100 0.088 0.100 0.088 0.080 0.078 0.080 0.078 0.076 0.075 
Denmark 0.101 0.103 0.101 0.101 0.101 0.098 0.011 0.012 0.011 0.012 0.011 0.011 
Finland 0.038 0.068 0.035 0.069 0.037 0.075 0.052 0.084 0.049 0.084 0.046 0.086 
France 0.151 0.122 0.147 0.122 0.144 0.119 0.029 0.009 0.027 0.010 0.024 0.009 
Germany 0.094 0.051 0.091 0.051 0.088 0.050 0.126 0.014 0.126 0.014 0.121 0.014 
Ireland 0.167 0.222 0.166 0.217 0.166 0.203 0.133 0.195 0.131 0.192 0.134 0.176 
Italy -0.021 0.027 -0.019 0.024 -0.020 0.013 -0.060 -0.068 -0.059 -0.069 -0.059 -0.077 
Japan 0.117 0.074 0.117 0.056 0.118 0.056 0.093 0.027 0.095 0.019 0.097 0.018 
Korea 0.118 0.084 0.118 0.084 0.119 0.081 0.181 0.097 0.180 0.095 0.179 0.092 
Luxembourg 0.149 0.149 0.149 0.149 0.149 0.149 0.027 0.007 0.026 0.007 0.026 0.007 

Mexico 0.058 0.111 0.047 0.110 0.041 0.110 0.028 0.088 0.021 0.087 0.012 0.087 

Netherlands 0.068 0.104 0.067 0.108 0.065 0.105 0.015 0.013 0.015 0.016 0.015 0.015 
New Zealand 0.146 0.124 0.142 0.124 0.129 0.119 0.040 0.039 0.040 0.040 0.035 0.036 
Norway 0.008 0.016 0.007 0.023 0.008 0.022 0.007 0.007 0.008 0.011 0.008 0.011 
Portugal 0.080 0.009 0.077 0.003 0.066 -0.001 0.109 0.025 0.112 0.020 0.100 0.018 
Spain 0.055 0.072 0.053 0.071 0.055 0.073 0.028 0.028 0.025 0.027 0.025 0.027 
Sweden 0.091 0.012 0.092 0.010 0.084 0.015 0.109 0.041 0.108 0.040 0.103 0.041 
UK 0.107 0.050 0.108 0.050 0.109 0.052 0.080 0.046 0.080 0.046 0.081 0.047 
USA 0.274 0.279 0.275 0.276 0.272 0.268 -0.076 -0.048 -0.071 -0.046 -0.068 -0.049 

Note that the Campbell-Thompson test result here is for the out-of-sample forecast performance of the multiple-predictor case relative to the 

AR(1) model. 
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5.0 Concluding r emarks 

In this paper, we revisit the forecasting accuracy of the traditional Phillips curve model 

using quarterly dataset of 21 OECD countries that ranges from 1990 to 2016. Essentially, 

we render an extensive empirical investigation of the role of oil price in the forecasting 

accuracy of the traditional Phillips curve model. We estimated both the conventional 

single-factor and the proposed multiple-factor predictive regression models using the 

bias-adjusted OLS estimator proposed by LW (2004). This is rather inevitable in order to 

capture the persistence and endogeneity effects exhibited by the predictors particularly 

oil price. Using the rolling window approach, we consider multiple out-of-sample 

evaluation periods that include 50% and 75% of the total observations respectively. We 

find that including episodes of major oil price shocks in the sample usage enhances the 

predictability role of oil price. To further gauge the robustness of the predictability 

results, we explore two prominent alternative measures of inflation namely the headline 

inflation computed from all-item CPI and core CPI inflation rate. Our results suggest 

that the supply-side variables (especially global oil prices) are important for 

understanding inflation dynamics and deriving accurate inflation forecasts regardless 

of the alternative measures inflation considered. More so, we demonstrate that 

augmenting the traditional demand-side predictors with supply-side factor matters for 

the predictive ability of the Phillips curve. Also, we find that the augmented version is 

more likely to produce better inflation forecasts than the combined forecast approach 

which is an alternative approach of dealing with multiple factors in a predictive model. 

Overall, accounting for the persistence and endogeneity effects in the augmented 

Phillips curve model may enhance its forecast performance.  
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